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Abstract

In this paper, we propose a novel preference assumption for modeling users’ one-class feedback such as “thumbs up” in an important recommendation problem called one-class collaborative filtering (OCCF). Specifically, we address a fundamental limitation of a recent symmetric pairwise preference assumption and propose a novel and first asymmetric one, which is able to make the preferences of different users more comparable. With the proposed asymmetric pairwise preference assumption, we further design a novel recommendation algorithm called asymmetric Bayesian personalized ranking (ABPR). Extensive empirical studies on two large and public datasets show that our ABPR performs significantly better than several state-of-the-art recommendation methods with either pointwise preference assumption or pairwise preference assumption.

Problem Definition of One-Class Collaborative Filtering

- **Input**: A set of (user, item) pairs \( R = \{(u, i)\} \), where each \((u, i)\) pair means that user \( u \) has a positive feedback to item \( i \).

- **Goal**: recommend each user \( u \in \mathcal{U} \) a personalized ranked list of items from the set of unobserved items, i.e., \( \mathcal{I}\setminus \mathcal{I}_u \).

Asymmetric Pairwise Preference Assumption

We keep the horizontal pairwise preference assumption in BPR \([2, 3]\) and assume that an item is preferred by a group of un-interacted users to a group of un-interacted users in order to make the vertical one more reasonable and comparable,

\[
\hat{r}_{ui} > \hat{r}_{uj}, \hat{r}_{pi} > \hat{r}_{N_i},
\]

where \( i \in \mathcal{I}_u, j \in \mathcal{I}\setminus \mathcal{I}_u, P \subseteq \mathcal{U}, N \subseteq \mathcal{U}\setminus \mathcal{I}_u \) and \( u \in P \).

For instantiation of the pairwise preference between the group of users \( r P \) and \( r_N \), we propose “Many ‘Group vs. One’ (MGO)” inspired by “Many ‘Set vs. One’ (MSO)” \([1]\),

\[
r_{pi} > r_{wi}, \quad w \in N,
\]

where \( r_{pi} = \frac{1}{|P|} \sum_{u \in P} r_{ui} \) is the overall preference of user-group \( P \) to item \( i \).

Notice that \( \hat{r}_{ui} = U^T V_i + b_u + b_i \) is the prediction rule for the preference of user \( u \) to item \( i \), where \( U \in \mathbb{R}^{d \times |\mathcal{U}|} \) and \( V_i \in \mathbb{R}^{d \times |\mathcal{I}_i|} \) are latent feature vectors of user \( u \) and item \( i \), respectively, and \( b_u \in \mathbb{R} \) and \( b_i \in \mathbb{R} \) are the bias of user \( u \) and item \( i \), respectively.

Asymmetric Bayesian Personalized Ranking (ABPR)

Based on the asymmetric pairwise preference assumption in Eqs. (1-2), we reach an objective function in our asymmetric Bayesian personalized ranking (ABPR) for each quintuple \((u, i, j, P, N)\),

\[
\min_{\hat{r}_{ui}, \hat{r}_{uj}, \hat{r}_{pi}, \hat{r}_{N_i}} \left[ -\log \sigma(\hat{r}_{ui}) - \frac{1}{|N|} \sum_{i \in N} \log \sigma(\hat{r}_{pi}) + \text{reg}(u, i, j, P, N) \right],
\]

where \( \Theta = \{U, V_i, b_u, b_i, u \in \mathcal{U}, i \in \mathcal{I}\} \) are the model parameters to be learned, \( \hat{r}_{ui} = r_{ui} - \hat{r}_{ui} \) and \( \hat{r}_{pi} = r_{pi} - \hat{r}_{pi} \) denote the corresponding preference differences, and \( \text{reg}(u, i, j, P, N) = \|V_i\|_2^2 + \sum_{u \in P} \|U_u\|_2^2 + \sum_{j \in \mathcal{I}\setminus \mathcal{I}_u} \|V_j\|_2^2 + \sum_{i \in N} \|U_i\|_2^2 + \|b_i\|_2^2 + \sum_{u \in P \setminus \mathcal{U}_u} \|U\|_2^2 + \|b\|_2^2 + \|b\|_2^2 \) is the regularization term used to avoid overfitting.

Experiments

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Precision@5</th>
<th>Recall@5</th>
<th>F1@5</th>
<th>NDCG@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML20M</td>
<td>MF</td>
<td>0.1349</td>
<td>0.1955</td>
<td>0.1879</td>
<td>0.4479</td>
</tr>
<tr>
<td></td>
<td>Pointwise BPR</td>
<td>0.1622</td>
<td>0.1918</td>
<td>0.1951</td>
<td>0.4205</td>
</tr>
<tr>
<td></td>
<td>LogMF</td>
<td>0.1351</td>
<td>0.1281</td>
<td>0.1366</td>
<td>0.3755</td>
</tr>
<tr>
<td></td>
<td>FISM</td>
<td>0.1705</td>
<td>0.1940</td>
<td>0.1985</td>
<td>0.5036</td>
</tr>
<tr>
<td></td>
<td>ABPR</td>
<td>0.1709</td>
<td>0.1940</td>
<td>0.1985</td>
<td>0.5036</td>
</tr>
<tr>
<td></td>
<td>BPR</td>
<td>0.1632</td>
<td>0.1934</td>
<td>0.1967</td>
<td>0.4250</td>
</tr>
<tr>
<td></td>
<td>BPR(\alpha)</td>
<td>0.1632</td>
<td>0.1934</td>
<td>0.1967</td>
<td>0.4250</td>
</tr>
<tr>
<td></td>
<td>BPR(\beta)</td>
<td>0.1632</td>
<td>0.1934</td>
<td>0.1967</td>
<td>0.4250</td>
</tr>
<tr>
<td></td>
<td>BPR(\gamma)</td>
<td>0.1632</td>
<td>0.1934</td>
<td>0.1967</td>
<td>0.4250</td>
</tr>
<tr>
<td></td>
<td>MBPR</td>
<td>0.1690</td>
<td>0.1893</td>
<td>0.1893</td>
<td>0.4026</td>
</tr>
<tr>
<td></td>
<td>ABPR(\alpha)</td>
<td>0.1709</td>
<td>0.1940</td>
<td>0.1985</td>
<td>0.5036</td>
</tr>
<tr>
<td></td>
<td>ABPR(\beta)</td>
<td>0.1709</td>
<td>0.1940</td>
<td>0.1985</td>
<td>0.5036</td>
</tr>
<tr>
<td></td>
<td>ABPR(\gamma)</td>
<td>0.1709</td>
<td>0.1940</td>
<td>0.1985</td>
<td>0.5036</td>
</tr>
<tr>
<td></td>
<td>ABPR(\delta)</td>
<td>0.1709</td>
<td>0.1940</td>
<td>0.1985</td>
<td>0.5036</td>
</tr>
<tr>
<td></td>
<td>ABPR(\epsilon)</td>
<td>0.1709</td>
<td>0.1940</td>
<td>0.1985</td>
<td>0.5036</td>
</tr>
</tbody>
</table>

Table 1: Recommendation performance of our ABPR, three pairwise preference learning methods, i.e., MF, LogMF and FISM, and three pairwise preference learning methods, i.e., BPR, BPR\(\alpha\) and MBPR, on ML20M and NF50KU. \(*\) t-test 0.05.

Observations:

- (i) our ABPR performs significantly better (\(p\)-value is smaller than 0.015) than all the baseline methods in all cases, which clearly shows the effectiveness of our proposed asymmetric pairwise preference assumption in modeling one-class feedback;
- (ii) MBPR performs similar to BPR on ML20M and better than BPR on NF50KU; which shows the sensitivity of the mutual pairwise preference assumption in MBPR w.r.t. different datasets (notice that our ABPR performs better than BPR on both datasets showcasing the superiority of our relaxed vertical pairwise relationship in our asymmetric assumption);
- (iii) the performance of BPR is much better than that of BPR\(\gamma\), which is expected as the horizontal preference relationship, i.e., \((u, i) \succeq (u, j)\), is more reasonable than the transposed one, i.e., \((u, j) \succ (u, i)\), considering the probable incomparability of preferences between different users (notice that our ABPR with asymmetric assumption, i.e., \((u, i) \succeq (u, j)\) and \((P, i) \succeq (N, i)\), performs the best); and
- (iv) for the methods with pointwise preference assumption, LogMF performs similar to BPR and better than MF and FISM, which shows the importance of an appropriate loss function in modeling one-class feedback.

Conclusions

- We study an important recommendation problem called one-class collaborative filtering (OCCF).
- We propose a novel preference assumption called asymmetric pairwise preference assumption.
- We design a novel recommendation algorithm called asymmetric Bayesian personalized ranking (ABPR).
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