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Implicit feedbacks have recently received much attention in recommendation communities due to their
close relationship with real industry problem settings. However, most works only exploit users’ homoge-
neous implicit feedbacks such as users’ transaction records from “bought” activities, and ignore the other
type of implicit feedbacks like examination records from “browsed” activities. The latter are usually more
abundant though they are associated with high uncertainty w.r.t. users’ true preferences. In this paper,
we study a new recommendation problem called heterogeneous implicit feedbacks (HIF), where the fun-
damental challenge is the uncertainty of the examination records. As a response, we design a novel pref-
erence learning algorithm to learn a confidence for each uncertain examination record with the help of
transaction records. Specifically, we generalize Bayesian personalized ranking (BPR), a seminal pairwise
learning algorithm for homogeneous implicit feedbacks, and learn the confidence adaptively, which is
thus called adaptive Bayesian personalized ranking (ABPR). ABPR has the merits of uncertainty reduction
on examination records and accurate pairwise preference learning on implicit feedbacks. Experimental
results on two public data sets show that ABPR is able to leverage uncertain examination records effec-
tively, and can achieve better recommendation performance than the state-of-the-art algorithm on var-

ious ranking-oriented evaluation metrics.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Intelligent recommendations have been widely deployed in var-
ious online systems [4,12,28] and mobile applications [14]. Collab-
orative filtering [6,11,24] as one of the most successful
recommendation techniques has been well studied to exploit users’
explicit feedbacks such as 5-star graded ratings, especially in the
context of Netflix $1 million prize. Most recently, some research
works have switched from designing more accurate rating predic-
tion algorithms for explicit feedbacks to developing novel rank-
ing-oriented algorithms for implicit feedbacks [9,17,25], since
implicit feedbacks such as users’ transaction records are usually
more closely related with real industry problem settings.

However, most algorithms for implicit feedbacks only consider
one type of data such as users’ transaction records. In a real recom-
mendation system, there are usually at least two types of implicit
feedbacks [10,16], e.g., users’ transaction records and examination
records. Note that we use transaction and examination as an illus-
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trative example, which can be replaced by “bought” (or “watched”)
and “browsed” in an online e-commerce (or video) system. The
implicit feedbacks can also be extended to include more than
two types of feedbacks if available. We call this problem heteroge-
neous implicit feedbacks (HIF), which is a natural extension of
homogeneous implicit feedbacks studied in [17,25]. In this paper,
we focus on this new recommendation problem of HIF.

Different implicit feedbacks in a system are often related
though they are different. A (user, item) pair of transaction record
usually means that a user likes an item, while a (user, item) pair of
examination record from “browsed” activity is of high uncertainty
w.rI.t. the user’s true preference. The fundamental challenge is thus
the uncertainty of users’ preferences of examination records.
Hence, simply combining these two types of feedbacks without
distinction may not be the best, which is also supported by our
empirical studies.

Can we exploit heterogeneous implicit feedbacks in a principled
way? We tackle this new problem from a transfer learning per-
spective [18], where we take users’ transaction records as certain
data and users’ examination records as uncertain data. To address
the uncertainty challenge of examination records, we propose to
learn a confidence for each examination record. Specifically, we
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generalize the Bayesian personalized ranking algorithm [25] for
homogeneous implicit feedbacks, and design a novel algorithm
called adaptive Bayesian personalized ranking (ABPR). Our ABPR
mainly has two merits, (1) it digests the implicit feedbacks accu-
rately in a pairwise preference learning manner and (2) it learns
a confidence for each uncertain feedback in an adaptive manner.
Experimental results on two public data sets show that our ABPR
is very effective in leveraging uncertain implicit feedbacks, as com-
pared with the state-of-the-art algorithm.

We summarize our main contributions as follows: (1) we study
a new recommendation problem called heterogeneous implicit
feedbacks (HIF); (2) we design a novel preference learning algo-
rithm called ABPR to fully exploit heterogeneous implicit feed-
backs with different uncertainties in a principled way; and (3)
we conduct extensive empirical studies and show that our algo-
rithm can produce very promising recommendation results in
comparison with the state-of-the-art algorithm.

2. Background
2.1. Problem definition

In our studied problem, there are n users and m items, for which
we have two types of implicit feedbacks with different uncertain-
ties. The first type of implicit feedbacks are (user, item) transaction
records, and the second type are (user, item) examination records,
which are denoted as 7 = {(u,i)} and &= {(u,i)}, respectively.
We illustrate the problem setting using matrix representations in
Fig. 1. Our goal is then to fully exploit both data to accurately rec-
ommend items to each user.

We list some notations used in the paper in Table 1.

2.2. Bayesian personalized ranking

Bayesian personalized ranking (BPR) [25] is the state-of-the-art
algorithm for homogeneous implicit feedbacks, which is based on
the assumption that a user prefers a consumed item to an uncon-
sumed item, denoted as (u,i) > (u,j) or f,; > 0. Mathematically,
BPR solves the following minimization problem [25],

min 3" fiy(60) + Ruy(), (1)
(u,):(u,0)- (1)
where f,;(0) =—Ino(fy;) is the loss function designed to

encourage pairwise competition with o(x) = 1/(1 + exp(—x)) and
Fuj = Fui — Fuj. Note  that Ru(@) = [[Unl® +5(IVi]* + IV;]%)+
%(Hbinz + Hbjﬂz) is the regularization term used to avoid overfitting,
and t; = (Uy., Vi) + b; is the prediction rule based on user u’s latent
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Table 1

Some notations.
Notation Description
T ={(u,i)} Transaction records
E={(u,i)} Examination records
(u,1,j)7 A triple with (u,i) € 7, (u,j) ¢ T
(u,i,j)s A triple with (u,i) € &, (u,j) ¢ TU&
Tui Preference of user u on item i
Fuij Preference difference 7,; — 7
C = {cy} Confidence on examination records (u,i) € £
o Set of model parameters

feature vector U,. € R™¢, item i’s latent feature vector V; € R'*¢ and
item bias b; € R.

The BPR algorithm is a seminal work for homogeneous implicit
feedbacks, which has been empirically proved to be very effective
[23]. However, it cannot handle the heterogeneity of implicit feed-
backs in our studied problem. In the following sections, we will
show how we generalize BPR in order to tackle the heterogeneous
implicit feedbacks (HIF) problem shown in Fig. 1.

2.3. Bayesian personalized ranking with confidence

BPR with confidence (BPRC) [32] goes one step beyond BPR and
include a confidence weight for each implicit feedback [32],

min - > fuy(c ©) + Ruy(6), 2)
(u,d):(ud)-(u )

where f;(cuj, @) = —Ino(cyTy) is a confidence-weighted loss
function. We can see that the difference between BPRC in Eq. (2)
and BPR in Eq. (1) is the confidence c,; embedded in BPRC. With
the given confidence c,;, we can then learn the model parameters
in a widely used stochastic gradient descent (SGD) algorithmic
framework [11,25],

0=0-7yV0 (3)

where y is the learning rate, 6 can be U,., Vi, V;, b; or b;, and V0 is
the gradient w.r.t. f;(Cuj, ©) + Ru;j(O),
VUu‘ = —a(—cuijf‘u,-j)(V,-, — Vj,)Cm'j + OCUH.,
VVi. = —0(—Cuiji’uij)uu.ij + oV,
VVJ'. = 70'(7cu,»,-fu,»j)(7Uu.)cu,»j + OCV'.,
Vb,' = —O'(—Cu,‘jf'uij)cujj + Oij,
Vbj = — 0 (—Cujfui) (—1)Cujj + ob;.
BPRC works well when the confidence for each implicit feed-

back is given such as that from external context information
[32]. However, in most applications such as our studied problem
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Fig. 1. Illustration of heterogeneous implicit feedbacks.
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shown in Fig. 1, the confidence may not be available or cannot be
easily obtained, which motivates us to learn the confidence.

3. Adaptive Bayesian personalized ranking

When the transaction records 7 are few (a.k.a., the transaction
data is sparse), BPR [25] may not learn users’ preferences well
without sufficient training data. The question we ask in this paper
is that whether we can leverage some examination records in £ to
help reduce the sparsity problem of the transaction data. In order
to integrate two different implicit feedbacks in a principled way,
the fundamental challenge is the uncertainty associated with the
examination records, since a user’s examination activity may not
necessarily represent a user’s “like” or “dislike” preference. The
main idea of our solution is to learn a confidence weight for each
examination record, rather than to require some external confi-
dence values as that in BPRC [32]. The learned confidence denotes
a probability that the corresponding user likes the examined item.

3.1. Objective function

In order to learn model parameters in the preference prediction
rule and confidence weight of uncertain records simultaneously,
we propose a unified learning framework,

n;igl(z;f;j<cug7 0) + icf iy (Cu, ©) + R () (4)
u,ij)

where (u,i,j) can be (u,i,j); and (u,i,j), denoting a triple from
{(wiplwi) e T, (uj) ¢ Ty and {(wijlwi) €& wj) ¢ TUE),
respectively. The difference between our proposed solution in Eq.
(4) and BPRC in Eq. (2) is that the confidence values are learned
rather than given. Note that we will use c,; to replace the confidence
parameter c,; in Eq. (4) since we focus on the uncertainty or confi-
dence of examination records only. We keep the confidence of each
transaction record as 1, and use C = {c,|(u,i) € £} to denote the
learned confidence of examination records.

From the objective function in Eq. (4), we can see that we have
two major terms,fz,j(cui,-, ©) for transaction records and ff;,-j(cu,-j, 0)
for examination records. Note that /. is the overall weight assigned
to the examination records, which represents how much the
uncertain implicit feedbacks will affect the target learning task.
In the following sections, we will show how we learn ® and C in
Eq. (4) via update rules in the widely adopted stochastic gradient
descent (SGD) algorithmic framework [11,25].

3.2. Step 1: Learn ©

In this step, we are given the confidence C, and would like to
learn the model parameters in @. For a random triple (u,i,j),,
we have the same update rule as Eq. (3). For a random triple
(u,1,j)., we have

0 — 0—7y2:V0, (5)

where the parameter 0 is the same as that in BPRC.

A formal description of the above learning process is given in
lines 2-7 in Fig. 2, where K is the inner iteration number used to
learn the model parameters sufficiently.

3.3. Step 2: Learn C

In this step, we are given the model parameters of the prefer-
ence prediction rule @, and would like to update the confidence
contained in C. We define a binary error function with a threshold
T to reduce the pairwise preference learning problem to a
classification problem. We use absolute number (i.e., ) without
normalization because a typical user usually prefers a certain

number of items in a recommendation system, which is usually
independent of the total number of items. The empirical error is
defined as follows,

i) — 0, if 37, d(Fuj <0) < T,
L Y, 0 < 0) > T,

where (u,i) € &, Z, =T\ {i|(u,i) € T U &}, and §(-) is an indicator
function. We call (u, ) a consistent record if ¢(7,;) = 0, and an incon-
sistent record if /(i) = 1. Note that we define the error on each sin-
gle (user, item) pair instead of all explicit ratings associated with a
certain item in [15], since we aim to learn a confidence for each
uncertain examination record with the purpose of leveraging exam-
ination records rather than items.

We assume that a user is likely to prefer an examined item to an
unexamined item with a similar spirit of pairwise preference learn-
ing in BPR [25]. Hence, we consider it a potential error if 7,,; < 0 for
a triple (u,1,j),. We tolerate the error with a threshold 7 and sepa-
rate it into two values which will decide whether to decrease the
corresponding confidence. The error function is important for our
confidence update rule and the threshold 7 will filter the inconsis-
tent examination records. The value of T will also decide the num-
ber of examination records to be leveraged to the target learning
task.

Note that in our confidence update rule, the confidence of each
examination record remains unchanged while the confidence of
inconsistent records are decreased. Using the empirical error in
Eq. (6), we follow the weight update rule in [3],

: (")
e =i (7> )

(6)

1+/2In[&|/T

where T is the number of iterations. Some theoretical analysis has
shown good convergence property of this update rule in applica-
tions like document classification [3,5]. Specifically, the confidence
of a (user, item) examination record will either be fixed, i.e.,

¢ = ¢V when K(fﬁff”) =0, or be reduced, i.e., ¢ < c"

-1)
ui ui ui when

é(?“’”) = 1. And after several iterations, an examination record

ut
that is consistent with the transaction records will have a large con-
fidence value, while an inconsistent one will have a small confi-
dence value.

A formal description of the above learning process is given in
lines 8-10 in Fig. 2.

3.4. The complete algorithm

In our algorithm, we repeat step 1 and step 2 for T times. Each
time we generate a base model and calculate the corresponding
coefficient. We use the same rule as that in [5] to calculate the
coefficient,

b= | {awle(i) =}/ () =1}, ®)

where we can see that the model with more mispredicted records
on transaction data will have a lower value of g, and thus have a
smaller impact on the final prediction model.

For the tradeoff parameter /g, it is first initialized to 0 and is
then increased gradually to 1 in the iterative process. We may thus
regard /¢ as an additional overall confidence for examination data.
In the beginning, we set equal confidence for examination records,
i.e, ¢,y =1, (u,i) € £ In the iterative process, the confidence of
examination records are updated using the empirical error of the
previously learned model, and the overall confidence /. is gradu-
ally increased because each examination record is associated with
a learned confidence.



176

W. Pan et al./Knowledge-Based Systems 73 (2015) 173-180

Input: transaction records 7 = {(u,?)}, examination records & =

{(u, 1)}, iteration numbers 7', K, threshold 7, and base model number

To.
Output:

ui

1: fort=1,...,7T do

33 fork=1,...,Kdo

8:  Calculate the preference

u

predicted preference of user u on item i ¥,;’ =
T A(t I
> T Tyt Btrfn), learned confidence on each examination record

Y (u,1) € &, and coefficient of each base model g;,t = 1,...,T.

2:  Initialize U,.,V;.,b;, 1 <u<n,1<i<m

4: Randomly draw a triple (u, 4, j)7
5: Update model parameters via Eq.(3)
6: Randomly draw a triple (u, 7, j)¢
7: Update model parameters via Eq.(5)

()

wi = (Uuy Vi) +b;
9:  Calculate the empirical error ¢(7,;) via Eq.(6)
10:  Update confidence " via Eq.(7)

11:  Calculate the coefficient 3; via Eq.(8)

12 Update \¢ <~ A\e +1/(T — 1)

~(T)

Fig. 2. The algorithm of adaptive Bayesian personalized ranking (ABPR).

Finally, we can use the most recent Ty base models to obtain a
final preference prediction rule, yii’ = S{ ;1,87\, where (] is
the predicted preference of user u on item i in the tth base model.

The complete algorithm is shown in Fig. 2. The time complexity
of our ABPR is O(TKd), where T is usually a small constant, e.g.,
T = 10 in our empirical studies. Note that BPR [25] is a special case
of ABPR with T = 1, and its time complexity is then O(Kd). We can
thus see that our ABPR algorithm is comparable with the efficient
BPR algorithm regarding the time complexity.

4. Experiments
4.1. Data sets

Heterogeneous implicit feedbacks are very common in real
industry recommendation systems. However, as far as we know,
there is no such public data set freely available. In our empirical
studies, we use two real-world data sets, MovieLens' and Netflix?,
to simulate the transaction records and examination records.

Both MovieLens and Netflix are users’ 5-star ratings on movies,
i.e., (user, item, rating) triples. For MovieLens, we randomly take

1 http://www.grouplens.org/node/73/.
2 http://www.netflixprize.com/.

50% ratings as training data and the remaining 50% ratings as test
data. In the training data, we further randomly pick 50% ratings
and take the (user, item) pairs with ratings equal to 5 as the trans-
action records 7, in order to simulate “like” preferences. The (user,
item) pairs in the remaining 50% data in the training data are used
as examination records £, in order to simulate “browsed” activities.
In the test data, we adopt the same way as that for training trans-
action data, and take the (user, item) pairs with ratings equal to 5
as transaction records. For Netflix, we randomly pick 5000 users
and 5000 items as a subset in our experiments. For the subset of
Netflix, we use the same rule as for MovieLens to construct the
transaction records 7, examination records £ and test data. For
both data sets, we repeat the above procedure for 3 times to gen-
erate 3 copies of transaction records, examination records and test
data. In our experiments, we report the average recommendation
performance and the corresponding standard deviations on those
3 copies of data. The statistics of one copy of the data of MovieLens
and Netflix are shown in Table 2.

4.2. Evaluation metrics

Once we have learned the model, we can rank the items based
on the estimated preference scores. We use I,(p) and P,(i) to
denote the item located at ranked position p and the ranked posi-
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Table 2
Statistics of data sets.
MovieLens Netflix
User number (n) 6040 5000
Item number (m) 3952 5000
Transaction records (|77) 56,619 19,903
Examination records (|€]) 249,994 82,831
Transaction records (test data) 113,269 39,707

tion of item i for user u, respectively. In order to study the empir-
ical performance of our ABPR extensively, we adopt five ranking-
oriented metrics, which have been widely used in evaluation of
information retrieval and recommendation algorithms, including
precision, normalized discounted cumulative gain (NDCG) [33],
mean reciprocal rank (MRR) [29], average relative position (ARP)
[31] and area under the curve (AUC) [25]. Mathematically, they
are defined as follows [19],

o Pre@k = ﬁzueumizlg:ﬂ;(lu(m € Iy), where U* is the set of
users in the test data, Z¥¥ is the set of preferred items by user
u in the test data, and 4(x) is an indicator function with
d(x) = 1 if x is true and J(x) = O otherwise;

o(lu (p)ezl) . .
e NDCG@k = W Sucre 2 g1 Lisgipr L Where Z, is a normaliza-

tion term with preferred items ranked first, i.e.,
min(k.|Iff‘) 1.
Zu= 3 p Tog(p+1)°

_ 1 __ 1 _ .
e MRR = ] 2 ueue min e Pu(i)?

* ARP = ﬁZueuw ﬁZidﬂe % where Z" is the set of items

in the training data; and

e AUC = ‘UIT‘ZueM” WZ(U)&R“(U)(S(?’J" > fuj), where Rfe(u) =
{(@,)|(u,i) € T, (u,j) ¢ TUT®} with 7 and 7" as transaction

records in the training data and test data, respectively.

4.3. Baselines and parameter settings

In order to study the effect of the learned confidence more
directly, we compare our preference learning algorithm with the
state-of-the-art algorithm for implicit feedbacks, Bayesian person-
alized ranking [25], including BPR for transaction data 7 only and
BPR(7 U &) for the combination of transaction data and examina-
tion data. Besides BPR, we also use a common method based on
items’ popularity, i.e., PopRank [29]. For fair comparison, we imple-
ment the BPR algorithm and our ABPR algorithm both in Python in
the same algorithmic framework (see Fig. 2). The initializations of
the model variables are the same as [20]. Note that BPRC [32] is not
applicable to our studied problem because the required confidence
is not available.

For fair comparison, we adopt the same way of parameter setting
for BPR, BPR(7 U £) and our APBR in the experiments. For the inner
iteration number K, we set it to a relatively large value, 3 x 10, to
ensure that it reaches sufficient convergence. For the iteration num-
ber T, we have tried T € {10,20} for both data sets (with d = 10),
and found that the performance with T € {10, 20} are very similar,
which means that our ABPR algorithm converges in a few iterations.
Hence, we fix T = 10 for all the experiments. For the number of
latent features, we have tried d € {10,20} [20]. For the regulariza-
tion parameter o, we have tried « = {0.001,0.01,0.1} [20] and
picked the one that has the best result w.r.t. the NDCGQ5 metric
on the first copy of data, and then fix them in the rest two copies
of data. We find that the best values of the regularization coefficient
is 0.01 for both data sets. We fix the learning rate y as 0.01 [20]. For

the empirical error threshold, T cannot be set too large or too small,
and the range of T may also be different for different data sets. We
have tried different values of 7 in the experiments and show the
details in the following sections. The confidence of each examina-
tion record is initialized as 1. In the final prediction rule of our ABPR,
we take the most recent three (i.e., To = 3) base models.

4.4. Summary of experimental results

We compare the performance of our ABPR algorithm with two
baselines: BPR [25] and PopRank [29]. The recommendation per-
formance on five evaluation metrics are shown in Tables 3,4, where
T = 600 for MovieLens and t = 150 for Netflix (the impact of the
parameter t will be shown in subsequent sections). We can have
the following observations:

1. our ABPR algorithm beats all baselines on all evaluation
metrics, which clearly shows the effectiveness of our pref-
erence learning approach;

2. the overall performance ordering is
ABPR > BPR(7 U £) > BPR > PopRank, which shows that (1)
the pairwise preference learning algorithms are effective
since PopRank is the worst, and (2) the examination data
is useful since both ABPR and BPR(7 U £) are better than
BPR; and

3. ABPR is better than BPR(7 U &), which shows that the
learned confidence in ABPR is helpful in addressing the
uncertainty challenge of examination data, since
BPR(7 U &) can be considered as a special case of our ABPR
with constant confidence ¢,; = 1.

In order to better understand the effectiveness of our preference
learning algorithm for different user groups, we conduct a fine-
grained analysis on the recommendation performance. We divide
the users of MovieLens and Netflix into 10 and 7 groups, respec-
tively, where users in different groups have different numbers of
transaction records. The details of user groups and the correspond-
ing performance are shown in Fig. 3. From the results in Fig. 3, we
can have the following observations:

1. the overall trends show that the recommendation perfor-
mance increases when users are with more feedbacks,
which is consistent with various existing works on recom-
mendation algorithms;

2. the performance of BPR (7 U £) and ABPR are much better
than BPR and PopRank, which again shows that the exam-
ination data is useful; and

3. ABPR performs best on most user groups, which shows the
effectiveness of our preference learning algorithm in
uncertainty reduction, i.e., learning the confidence of each
examination record.

We further study the impact of the threshold parameter 7 in the
error function shown in Eq. (6). As mentioned before, the value of 7
cannot be set too large or too small. In other words, 7 has a value
range (Tmin, Tmax)- IN OUr experiments, we have tried several differ-
ent values of T and found that for different data sets and different
numbers of latent features d, the maximal value T, is different.
For the consistency with the parameter search as described in Sec-
tion 4.3, we use the metric NDCG@5 to study the effect of the
parameter 7 and report the results in Fig. 4, from which we can
have the following observations:

1.  Tma for Netflix is smaller than 7., for MovieLens, which is
caused by the fewer pairwise constraints in Netflix since it
is sparser than MovieLens;



178 W. Pan et al./Knowledge-Based Systems 73 (2015) 173-180

Table 3

Recommendation performance of ABPR and other algorithms on MovieLens (d = 20).
Algorithm Pre@5 1 NDCG@5 1 MRR 1 ARP | AUC 1
PopRank 0.1769 £ 0.0021 0.1859 + 0.0026 0.3361 + 0.0034 0.0889 +0.0010 0.8746 + 0.0007
BPR 0.2061 £ 0.0019 0.2169 + 0.0052 0.3845 +0.0048 0.0738 +0.0009 0.9011 + 0.0002
BPR(T U€) 0.2548 £ 0.0034 0.2654 + 0.0042 0.4512 +0.0047 0.0681 +0.0013 0.9098 + 0.0007
ABPR 0.2638 + 0.0045 0.2781 + 0.0031 0.4817 + 0.0054 0.0650 + 0.0018 0.9142 + 0.0010

Numbers in boldface (e.g., 0.2638) are the best results.

Table 4

Recommendation performance of ABPR and other algorithms on Netflix (d = 20).
Algorithm Pre@5 1 NDCG@5 1 MRR 1 ARP | AUC 1
PopRank 0.1169 + 0.0023 0.1233 £ 0.0025 0.2531 £ 0.0034 0.1183 £ 0.0005 0.8841 + 0.0004
BPR 0.1315 £ 0.0022 0.1373 £ 0.0023 0.2912 £ 0.0052 0.0669 + 0.0008 0.9017 + 0.0004
BPR(T U€E) 0.1475 + 0.0022 0.1578 + 0.0033 0.3345 +0.0042 0.0581 £ 0.0014 0.9074 + 0.0013
ABPR 0.1569 + 0.0037 0.1668 + 0.0022 0. 3511 £ 0.0039 0.0520 + 0.0015 0.9123 + 0.0010

Numbers in boldface (e.g., 0.1569) are the best results.

3 4 5 6
Activeness (user group)

3 4 5
Activeness(user group)

7 8 9 10 1 3 4 5 6 7
Activeness (user group)
ID Transaction # User # ID Transaction # User #
1 (0, 5] 2591 6 (25, 30] 138
2 (5, 10] 1331 7 (30, 35] 104
3 (10, 15] 702 8 (35, 40] 56
4 (15, 20] 410 9 (40, 50] 59
5 (20, 25] 233 10 > 50 77
MovielLens
0.8,
(lPopRank
CBPR
0.6{LJBPR(TUE)
é HABPR
Oogal
O 0.4
a
Z
0.2r
6 7 0 1 2 3 4 5
Activeness(user group)
ID Transaction # User # ID Transaction # User #
1 (0, 5] 2605 (20, 25] 56
2 (5, 10] 684 (25, 30] 24
3 (10, 15] 234 7 > 30 42
4 (15, 20] 106

Netflix

Fig. 3. Recommendation performance of ABPR and other algorithms on different user groups of MovieLens and Netflix (d = 20).
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Fig. 4. Recommendation performance of ABPR with different values of 7 in Eq. (6).

2. Tma (With d = 20) is smaller than 7,4 (with d = 10), which
means that a more flexible model (larger value of d) can
satisfy the pairwise constraints 7, >, in preference
learning more easily; and

3.  when T € (Tmin, Tmax), @ larger value of 7 can generate better
recommendation performance, which shows that the
examination records are useful and the learned confidence
are helpful since a larger value of T means leveraging more
confidence-weighted examination records.

5. Related works

Recommendation techniques [1,2,27] usually learn users’ prefer-
ences from the recorded feedbacks and other available information,
in which users’ feedbacks are critical for the performance of the per-
sonalized services to be provided since they are directly related to
users’ true preferences. We thus put our work in the context of rec-
ommendation with different feedbacks and categorize the related
works into homogeneous feedbacks and heterogeneous feedbacks.

Homogeneous feedbacks. Homogeneous feedbacks include
explicit feedbacks such as 5-star ratings and implicit feedbacks like
“browsed” activities. So far, various collaborative filtering algo-
rithms have been proposed, including, (1) maximum margin matrix
factorization (MMMEF) [30], probabilistic matrix factorization (PMF)
[26], SVD++ [11] and Fuzzy-based Telecom Product Recommender
System (FTCP-RS) [34] for homogeneous explicit feedbacks, (2)
one-class collaborative filtering (OCCF) [17], implicit matrix factor-
ization (iMF) [8], Bayesian personalized ranking (BPR) [25], factored
item similarity models (FISM)[9] and group preference based BPR
(GBPR) [20] for homogeneous implicit feedbacks.

Heterogeneous feedbacks. Heterogeneous feedbacks usually
refer to a situation with more than one type of users’ feedbacks such
as 5-star numerical ratings and like/dislike binary scores as that in
transfer by collective factorization (TCF) [22], in which transfer
learning [18] techniques have played an important role. From the
perspective of “what knowledge to transfer” [18,21], our ABPR algo-

Table 5
Summary of some related works in recommendation w.r.t. users’ feedbacks.

Explicit feedbacks

PMF, SVD++, etc.
TCF, etc.

Implicit feedbacks

OCCF, BPR, etc.
ABPR

Homogeneous feedbacks
Heterogeneous feedbacks

rithm takes each examination record as an implicit preference
instance, which can thus be considered as an instance-based trans-
fer learning algorithm [3,21]. From the perspective of “how to trans-
fer knowledge”, our ABPR algorithm integrates the examination
records into a unified preference learning framework with the
learned confidence, which is thus an integrative transfer learning
algorithm [21].

The difference between our work and the aforementioned
works can be identified from two perspectives, (1) we study a
new recommendation problem (i.e., heterogeneous implicit feed-
backs, HIF) rather than existing problems with known solutions
and (2) we propose a novel preference learning algorithm for
HIF, which has the merits of accurate pairwise preference learning
for implicit feedbacks and adaptive confidence learning for uncer-
tain feedbacks. We summarize some related works w.r.t. users’
feedbacks in Table 5, from which we can see that our ABPR is a
novel algorithm for a new recommendation problem.

6. Conclusions and future work

In this paper, we study a new recommendation problem called
heterogeneous implicit feedbakcs (HIF) shown in Fig. 1, which
includes two types of implicit feedbacks, i.e., users’ transaction
records and examination records. In order to fully exploit these
two types of feedbacks with different uncertainties in a principled
way, we propose a novel preference learning algorithm called
adaptive Bayesian personalized ranking (ABPR). Specifically, ABPR
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generalizes a seminal work called BPR [25] and learns a confidence
for each examination record adaptively so as to address the funda-
mental challenge of uncertainty. With the learned confidence, the
uncertain examination records can be integrated into the target
recommendation task in a unified pairwise preference learning
framework. Empirically, we have observed very promising recom-
mendation results on two public data sets as compared with the
state-of-the-art recommendation algorithm on various ranking-
oriented evaluation metrics.

For future work, we are interested in (1) deploying our algo-
rithm in real e-commence settings and (2) designing a general
preference learning solution for HIF and social contextual informa-
tion [7,13].
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