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ABSTRACT
Regular expressions (regexes) are widely used in different fields of computer science such as programming languages, string processing and databases. However, existing tools for synthesizing or repairing regexes were not designed to be resilient to Regex Denial of Service (ReDoS) attacks. Specifically, if a regex has super-linear (SL) worst-case complexity, an attacker could provide carefully-crafted inputs to launch ReDoS attacks. Therefore, in this paper, we propose a programming-by-example framework, FlashRegex, for generating anti-ReDoS regexes by either synthesizing or repairing from given examples. It is the first framework that integrates regex synthesis and repair with the awareness of ReDoS-vulnerabilities. We present novel algorithms to deduce anti-ReDoS regexes by reducing the ambiguity of these regexes and by using Boolean Satisfiability (SAT) or Neighborhood Search (NS) techniques. We evaluate FlashRegex with five related state-of-the-art tools. The evaluation results show that our work can effectively and efficiently generate anti-ReDoS regexes from given examples, and also reveal that existing synthesis and repair tools have neglected ReDoS-vulnerabilities of regexes. Specifically, the existing synthesis and repair tools generated up to 394 ReDoS-vulnerable regex within more than one hour, while FlashRegex generated no SL regex within around five seconds. Furthermore, the evaluation results on ReDoS-vulnerable regex repair also show that FlashRegex has better capability than existing repair tools and even human experts, achieving 4 more ReDoS-invulnerable regex after repair without trimming and resorting, highlighting the usefulness of FlashRegex in terms of the generality, automation and user-friendliness.
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1 INTRODUCTION
Regular expressions (regexes) are a fundamental concept across the fields of computer science, e.g., programming languages, string processing tools, and database query languages [5, 10, 14, 15, 29, 47]. Though popular, regexes are hard for users and even experts to understand and compose [10, 29, 51]. To alleviate this problem, various techniques [3–5, 7, 8, 21, 24, 32, 34] have been proposed. From either positive and/or negative examples, these techniques can synthesize regexes by accepting all positive examples while rejecting all negative ones. This programming-by-example (PBE) technique has the salient advantage of allowing users to provide examples to reflect their true intentions. However, existing works [14, 15, 29, 47] do not consider the issue of security vulnerability in regex synthesis. In such, the synthesized regexes are subject to attacks.

To be more specific, if a regex has super-linear worst-case complexity (abbrev. SL regex), an attacker may be able to trigger this
complexity by malign input, exhausting the victim’s CPU resources and causing Regex Denial of Service (ReDoS) [14]. In other words, SL regexes are ReDoS-vulnerable, since for these regexes, the evaluation could take higher-degree polynomials (i.e., quadratic or worse) or even exponential time in the size of the input. In 2016, ReDoS led to an outage at StackOverflow [19] and rendered vulnerable any websites built with the popular Express.JS framework [2]. Furthermore, a recent study [14] found that SL regexes are rather common in practice—they appear in the core Node.JS (JavaScript) and Python libraries as well as in thousands of modules in the npm [38] and PyPI [23] module registries, including some popular modules with millions of downloads per month. Similar concerns are made by Wstholz [59]: “Since it is often difficult for humans to reason about the complexity of regular expression matching, we believe there is a real need for techniques that can automatically synthesize equivalent regular expressions with linear complexity”.

We extend this idea to not only synthesize ReDoS-invulnerable regexes, but also help repair incorrect1 and/or ReDoS-vulnerable regexes. Existing techniques [33, 39, 44] that aim at repairing regexes usually focus only on the incorrect ones. There is only two line of work [11, 55] targeting on repairing ReDoS-vulnerable regexes; yet the restriction to revisions that would match the exact same languages (refer to Section 2 for definition) is actually rarely applicable in practice (for example, cases #5, #7, and #20 in Table 3) according to [14, 47]. To achieve the aforementioned goals, there are three challenges to be addressed.

**Huge search space.** For both regex synthesis and repair, the search space is extremely large [32, 39] because practical regexes: (i) are large, (ii) operate over very large alphabet size, and (iii) contain various operators such as disjunction, concatenation, quantifiers, and so on.

**Difficulty of learning regexes from examples.** The problem of synthesis- [25] and repair-from-examples [39] is shown to be an NP-complete problem. We further add the requirement of ReDoS-invulnerabilities, making the problem even harder.

**Difficulty of prevention of ReDoS-vulnerabilities.** Instead of avoiding certain patterns of regexes as prerequisites of ReDoS attacks [14], developers or users expect to address ReDoS-vulnerability from its root cause—the ambiguity of regexes. Indeed, ambiguity can lead to SL behavior (also known as catastrophic backtracking) that causes ReDoS attacks [14]. How to avoid generating these ambiguous regexes effectively is a distinct merit of our work over existing techniques.

Our key idea is that using deterministic regexes (DREs) [9] can prevent generating SL regexes. As its name implies, deterministic means that when matching a string from left to right against a regex, a symbol in the string can be matched to only one position in the regex without lookahead. Take two equivalent2 regexes as an example: (i) Non-deterministic regex: `\s*#?\s*` [14] and (ii) DRE: `\s*(#\s*)?`. If we input a whitespace character (i.e., \s), the first regex cannot decide which \s* (the first or the second) should be matched without looking ahead, while the DRE can efficiently match the first \s* without ambiguity. From this example, we can see that one merit of DREs is their efficient matching with malign input avoiding catastrophic backtracking [14], because each matching position in the input word can be uniquely decided, which is in line with the spirit of avoiding ReDoS-vulnerabilities.

This paper proposes FlashRegex with three functionalities: (i) regex synthesis, (ii) incorrect regex repair, and (iii) ReDoS-vulnerable (i.e., SL) regex repair. Given positive and/or negative examples, FlashRegex automatically generates anti-ReDoS regexes that are consistent with the given examples.

We develop novel algorithms that generate anti-ReDoS regexes by reducing the ambiguity of these regexes and by using Boolean Satisfiability (SAT) and Neighborhood Search (NS) techniques. In particular, we design Boolean formulae for the determinism constraint and positive and negative example constraints, and use a heuristic strategy called Local Constraints Strengthening (LCS) to further speed up the process (see Figure 3 in Section 4), enabling us to encode the synthesis problem into SAT. For regex repair, FlashRegex adopts a strategy that a regex after repair is as close to its original regex as possible. To this end, we present a way of slightly changing the edges of the current regex (represented by an automaton) (i.e., the neighborhood) and perform neighborhood search starting from the original regex using a measure function (see Section 5), until a solution is found. In fact, the synthesis problem and the repair problem are related. The latter can be reduced to the former by disregarding the original regex. However, the regex such repaired may be very dissimilar to the original one.

Although in this paper we only consider the regexes that do not contain non-regular operators (e.g., positive lookahead), our tool is expressive enough to capture most of the regexes appearing in practical applications according to the statistical result [39]. We evaluate FlashRegex by comparing FlashRegex with five state-of-the-art tools in terms of effectiveness (including the correctness and ReDoS-vulnerabilities) and time efficiency on the publicly available benchmarks. The evaluation results reveal that FlashRegex is the only technique that can run on all benchmarks with higher efficiency and generate anti-ReDoS regexes, while the results of other tools can be ReDoS-vulnerable. For example, on benchmark **Multi-Syn-Regex**, FlashRegex reduces the average runtime from more than 1 hour by GP-RegexGolf [4] containing 4 ReDoS-vulnerable results to 4 seconds and without ReDoS-vulnerabilities. The evaluation results on ReDoS-vulnerable regex repair also show that FlashRegex has better capability than existing repair tools and even human experts (see Section 6.4), demonstrating the usefulness of our work.

To summarize, this paper makes three main contributions:

- We develop FlashRegex, a programming-by-example framework, to deduce anti-ReDoS regexes by either synthesizing or repairing from given examples. To the best of our knowledge, it is the first framework that integrates regex synthesis and repair with the awareness of ReDoS-vulnerabilities.
- We present novel algorithms to generate anti-ReDoS regexes by reducing the ambiguity of these regexes. The processes are greatly accelerated by using deterministic automata and optimizations such as the LCS strategy and SAT techniques.
- We conduct a series of comprehensive experiments comparing FlashRegex with the state-of-the-art tools. The evaluation results show that FlashRegex can effectively and efficiently generate anti-ReDoS regexes from given examples, and also

---

1 A regex is incorrect if it is not consistent with all the given examples.
2 Two regexes are equal iff the corresponding languages are equivalent.
reveal that existing synthesis and repair tools have neglected ReDoS-vulnerabilities of regexes.

2 PRELIMINARIES

Let $\Sigma$ be a finite alphabet of symbols. The set of all words over $\Sigma$ is denoted by $\Sigma^*$. The empty word and the empty set are denoted by $\epsilon$ and $\emptyset$, respectively.

A regular expression (regex) over $\Sigma$ is defined inductively as follows: $\epsilon$, $\emptyset$, and $a \in \Sigma$ are regular expressions; for regular expressions $r_1$ and $r_2$, the disjunction $r_1r_2$, the concatenation $r_1r_2$, and the quantifier $r_1[m,n]$ where $m \in \mathbb{N}$, $n \in \mathbb{N} \cup \{\infty\}$, and $m \leq n$ are also regular expressions. Besides, $r?$, $r^*$, $r^+$ and $r\{i\}$ where $i \in \mathbb{N}$ are abbreviations of $r\{0,1\}$, $r\{0,\infty\}$, $r\{1,\infty\}$ and $r\{i,1\}$, respectively. $r_1[m,n]$ is often simplified as $r_1[m,\infty]$.

The language $L(r)$ of a regex $r$ is defined as follows: $L(\emptyset) = \emptyset$; $L(\epsilon) = \{\epsilon\}$; $L(a) = \{a\}$; $L(r_1r_2) = L(r_1) \cup L(r_2)$; $L(r_1r_2) = \{aw \mid w \in L(r_1), w \in L(r_2)\}$; $L(r[m,n]) = \bigcup_{m \leq i < n} L(r)^i$.

Practical regexes support special operators, also known as character classes, to denote certain sets of characters. Common character classes include: (i) $\backslash s$, which contains all whitespace characters, (ii) $\backslash d$, which contains digital characters, (iii) intervals $[c_1-c_2]$ which specifies a range of characters from $c_1$ to $c_2$ by using a hyphen, for example, the regex $[a-d]$ is the same as $\{a,b,c,d\}$.

A marked form of a regex $r$ is denoted as $\widehat{r}$, which is obtained by marking symbols in $r$ with subscripts, such that each marked symbol occurs only once in $\widehat{r}$. For instance, given an expression $r = a(ab)b(ab)^+$, its marked form can be $a_1(a_2b_1)(a_3b_2)^+$. The same notation will also be used for unmarking, namely, dropping off subscripts from the marked symbols: $\widehat{\widehat{r}} = r$. We extend this notation for words and sets of symbols in the same way. The set of symbols that occur in a regex $r$ is denoted by $\text{sym}(r)$.

Definition 1. Deterministic Regular Expression (DRE) [9]. Let $\widehat{r}$ be a marked form of the expression $r$, $\widehat{r}$ is deterministic if and only if for all words $uxo$, $uyw \in L(\widehat{r})$ where $x, y \in \text{sym}(\widehat{r})$ and $u, v, w \in \text{sym}(\widehat{r})^*$, if $\widehat{r} = \widehat{r}$ then $x = y$. An expression $r$ is deterministic iff $\widehat{r}$ is deterministic.

The regex $r_1 = a^*a$ is nondeterministic since $\widehat{r}_1 = a_1^*a_2$ is nondeterministic: given two words $a_1a_2a_2 \in L(\widehat{r}_1)$, there is $a_1 = a_2 = a$ but $a_1 \neq a_2$. Similarly, one can verify that $r_2 = aa^*$ is deterministic.

Notice that DREs are a restricted subclass of regular expressions —i.e., not every regular expression has an equivalent DRE.

Definition 2. A $k$-Occurrence Regular Expression ($k$-ORE) [7, 8] is a regular expression in which every alphabet symbol occurs at most $k$ times.

For example, $ab^+$ is a 1-ORE and $a(ab)^+b^+$ is a 2-ORE. Note that 1-ORE is also known as Single-Occurrence Regular Expression (SORE) [8, 24]. A $k$-Occurrence Automaton ($k$-OA) is a specific type of finite state automaton defined in the following (where the states are labeled with symbols while edges are not).

Definition 3. $k$-Occurrence Automaton ($k$-OA) [7, 34]. A $k$-OA is a node-labeled graph $G=(V,R,lab)$ where:

- $V$ is a finite set of nodes (also known as states) with a distinguished source $src$ and sink $snk$.
- $R$ is a set of edge relations representing reachable paths. $src$ has only outgoing edges and $snk$ has only incoming edges. Every $v \in V \backslash \{src, snk\}$ is reachable by a path from $src$ to $snk$.
- $lab$ is the labeling function $V \backslash \{src, snk\} \rightarrow \Sigma$.
- There are at most $k$ states labeled with the same symbol in $\Sigma$.

We use $\text{out}(v, \sigma)$ to denote $\{v_1 | (v, v_1) \in R \text{ and } \sigma = \text{lab}(v_1)\}$, i.e., the set of direct successors of a state $v$ in $A$ that are labeled $\sigma$.

A Single-Occurrence Automaton (SOA) [8, 24] is a special case of $k$-OA where $k = 1$. A marked $k$-OA $A$ is a $k$-OA where each node is marked with a subscript such that each node label is unique in $A$. It is clear that a marked $k$-OA is an SOA. A deterministic $k$-OA is a $k$-OA in which for each node $v \in V$ and $\sigma \in \Sigma$, $\text{out}(v, \sigma)$ contains at most one state.

We can use an adjacency matrix to represent a $k$-OA. The 2-OA $A$ for the regex $a(ab)^+b^+$ and its adjacency matrix $A_G$ are shown in Figure 1.

![Figure 1: 2-OA A for a(ab)^+b^+ and its adjacency matrix A_G.](image)

3 OVERVIEW

In this section, we present an overview of our approach.

**Regex Synthesis.** The first problem we target at is to synthesize anti-ReDoS regexes from positive and negative examples. That is, given a positive example set $S^+$ and a negative example set $S^-$, the goal is to learn a regex $r$ such that (i) $S^+ \subseteq L(r)$ and $S^- \cap L(r) = \emptyset$; and (ii) $r$ is invulnerable to ReDoS attacks.

The key of our solution to tackle this problem is the use of deterministic regexes. In particular, our solution consists of two steps, namely, $k$-OA synthesis (Section 4.1) and regex extraction (Section 4.2). $k$-OA synthesis takes the given positive and negative examples as input and tries to synthesize a deterministic $k$-OA from the examples via SAT. This task first uses a Boolean variable to represent a possible edge relation between two nodes, wherein $T$ represents an edge exists while $\neg T$ represents no edge exists; then it encodes the properties of the possible $k$-OAs into Boolean formulas, which are then fed into a SAT solver. If the formulas are satisfiable, the SAT solver returns a solution, from which $k$-OA synthesis builds a $k$-OA.

After that, regex extraction marks the synthesized deterministic $k$-OA and extracts a marked regex from the marked $k$-OA, by calling the procedure $\text{Soa2Sore}$ used in Freydenberger and Kotzing’s work [24]. This procedure $\text{Soa2Sore}$ builds from a given SOA $A$ an SORE $r$ that minimally generalizes $L(A)$ (see [24] for the explanation of minimal generalization). Then regex extraction unmarks the regex and returns it if it is deterministic.
Generally, regexes with smaller nested quantifiers (e.g., "star height") are less likely to suffer from ReDoS attacks. We also find that a regex extracted from a k-OA with a smaller value of k has a smaller nested quantifiers. Thus, our solution will perform these two tasks starting from k = 1. Once a possible regex is found, our solution returns this regex immediately. Furthermore, a k of 7 is sufficient to capture the intended semantics of 95.76% of the regexes from RegExLib [45], and it is treated as a user parameter controlling how long the synthesizer searches.

**RegEx Repair.** The second problem is to repair an incorrect (i.e., rejecting some examples in S+ or accepting some examples in S−) or ReDoS-vulnerable regex r (i.e., ReDoS-prone) with respect to a positive example set S+ and a negative example set S−. The idea is quite similar to regex synthesis: to use deterministic regexes when possible.

That is, our solution (Section 5) tries to derive a deterministic regex from r to achieve the same goal of regex synthesis.

In detail, our solution starts with a deterministic k-OA, which is converted from the given regex r. Then it searches for a k-OA which can accept the most positive examples and/or reject the most negative examples among those in the neighborhood (i.e., those with one different value from the current k-OA). Our method keeps on searching, until it finds a deterministic k-OA that accepts all the positive examples and rejects all the negative ones, or the number of iterations exceeds a given number (set to be 200 in this paper).

**A Case Study of Regex Synthesis.** We illustrate our solution with an example, whose positive example set is S+ = {ab, abb, aabb} and negative example set is S− = {ba, aab, baba}. Assume the automaton to synthesize is a deterministic 2-OA. That is to say, we have at most two nodes labeled with a (resp. b), which are denoted as a1 and a2 (resp. b1 and b2), respectively. And we represent a possible edge between two nodes u and v as a Boolean variable Au,v.

Firstly, as the 2-OA is deterministic, there is at most one node that is labelled by any symbol σ ∈ {a, b} as well as direct successors of any node v ∈ {a1, a2, b1, b2, src, snk}. That is to say, out(v, σ) contains at most one node, which can be encoded as a Boolean formula. For example, the condition for out(a1, a) can be encoded as the following formula: (¬A1,a1 ∧ ¬A1,a2) ∨ (A1,a1 ∧ ¬A1,a2) ∨ (¬A1,a1 ∧ ¬A1,a2), which we do the same to other out(v, σ)'s. Secondly, each word w in S+ should be accepted by this synthesized 2-OA; hence there exists a path for w. Take ab as an example. As both a and b have two possible labelled nodes, there are four possible cases for the path of ab, which can be represented as the following formula:

\[
(A_{src,a1} ∧ A_{a1,b1} ∧ A_{b1,snk}) ∨ (A_{src,a1} ∧ A_{a1,b2} ∧ A_{b2,snk}) ∨ (A_{src,a2} ∧ A_{a2,b1} ∧ A_{b1,snk}) ∨ (A_{src,a2} ∧ A_{a2,b2} ∧ A_{b2,snk})
\]

It is the same with the other words in S+. Finally, we also require that each word w in S− should not be accepted by the 2-OA, which can be converted into Boolean formulas similarly (with a negation on the top). When the formulas are generated, we feed the formulas into the SAT solver and get a solution, which is illustrated as the matrix A2 in Figure 1. Based on this solution, a deterministic 2-OA A2 can be built easily, which is also given in Figure 1.

4 SYNTHESIS ALGORITHM

In this section, we present the details of our synthesis algorithm SynRegex.

Our synthesis algorithm is shown in Algorithm 1, which tries to synthesize a possible k-ORE for k ranging in [1, kmax]. Here, kmax is a customized parameter, and in this paper, kmax is set to 7 due to the reason discussed in §3. In detail, for a given k, our algorithm first synthesizes a deterministic k-OA from the given examples (line 2), which is introduced in Section 4.1, and then it extracts a regex from the marked version of the synthesized k-OA (line 4), which is presented in Section 4.2, if the k-OA is not null. Finally, our algorithm returns the regex with the smallest k if found (lines 5–6), or returns null otherwise (line 7).

**Algorithm 1: SynRegex**

**Input:** a positive set S+ and a negative set S−

**Output:** a deterministic regex r with S+ ⊆ L(r) and S− ∩ L(r) = ∅ if solvable for kmax, or null otherwise

1. for k = 1 to kmax do
    2. \( \mathcal{A} \leftarrow \mathrm{SynKOA}(S+, S−, k) \)
    3. if \( \mathcal{A} \neq \text{null} \) then
        4. \( r \leftarrow \mathrm{GenRegex}(\mathcal{A}) \)
    5. if r ≠ null then
            6. return r

7. return null

4.1 k-OA Synthesis

This section presents the k-OA synthesis algorithm, which synthesizes a deterministic k-OA by encoding the synthesis problem into a Boolean satisfiability problem (SAT).

As shown in Figure 1 (Section 2), a k-OA can be represented as a Boolean adjacency matrix. Therefore, we use a Boolean variable to represent a possible edge in a k-OA. Once all the Boolean variables are fixed, a k-OA is obtained meanwhile.

Recall that the k-OA to be synthesized (a) is deterministic and (b) accepts the words in S+ while rejecting the words in S−. For the condition (a), out(v, σ) contains at most one state for any \( v \in V \) and \( \sigma \in \Sigma \). Then this deterministic condition on a k-OA can be encoded into a formula via the constraint generator Deter(k), which

---

We can also generate the formulas according to the local properties, such as 2-successive-steps, of the given words to synthesize a sound k-OA faster, which are called Local Constraints Strengthening (LCS) heuristic strategy (see Section 4.1 for more detail).
is shown in Figure 3, where \( \Sigma \) is the alphabet, \( \alpha_i, \alpha_K \) and \( \alpha_t \) are indexed states for \( \alpha \in \Sigma \), and \( A_{u,v} \) is a Boolean variable representing a possible edge (i.e., a unit in the Boolean adjacency matrix) for two indexed states \( u \) and \( v \).

Let us consider the condition (b). As illustrated in Section 3, both positive examples and negative examples can be entirely dealt with by a general example constraint generator (called global constraint generator). Thus, the longer the example, the more the possible cases (i.e., the conjunctive clauses yielded by the transformation on the corresponding logic formulas). Moreover, for negative examples, a top negation needs to be taken, so that the number of cases for a negative example \( w \) would be \( 2^{|w|} + 1 \) times that of a positive example of the same length, where \(|w|\) denotes the length of \( w \). As a result, with the increase of negative examples, the runtime of the algorithm could grow significantly, especially for the long ones.

To speed up the \( k \)-OA synthesis algorithm, we present a heuristic algorithm \( \text{fastKOA}^\ast \), which adopts local constraints, rather than the global constraints on the whole words. We call the strategy as Local Constraints Strengthening (LCS) heuristic one.

The local constraint generators are also given in Figure 3, where \( \text{Exam}(w, k) \) denotes the global constraint generator for positive examples. Different from the global constraint generator, the positive example constraint generator \( \text{Pos}_K \) does not ensure that there exists a path in the \( k \)-OA for each word \( w \) in the positive set \( S^+ \), but ensures that every step of a path for \( w \) exists in \( k \)-OA. This is clearly a weaker condition. To ensure the soundness, we enhance our constraints with another generator \( \text{Pos}_K \). \( \text{Pos}_K \) checks that if a step of a possible path for \( w \in S^+ \) exists in the \( k \)-OA, then its next \( 2 \)-successive steps exists as well. The condition is a complement of \( \text{Pos}_K \), and the composition of \( \text{Pos}_K \) and \( \text{Pos}_K \) is a stronger condition. Take the word \( w = abcade \) for example. \( \text{Pos}_K(abcade, k) \) requires that both \( 2 \)-successive-steps \( bc \) and \( de \) should be next to every state labelled by \( a \) in the \( k \)-OA. While the negative example constraint generator \( \text{Neg}(w, k) \) requires that for each step of a possible path for \( w \in S^- \), none of its next \( 2 \)-successive-steps in the path exists in the \( k \)-OA. The condition is a stronger one as well. Note that only one of the next \( 2 \)-successive-steps does not exist in the \( k \)-OA may be sufficient. For example, if \( abcade \) is negative, then one of \( bc \) and \( de \) not following \( a \) is sufficient. But this is similar to the global constraint generator: there is a top-level negation. In brief, local constraint generators take 2 steps forward for each step. This step size 2 is set up based on our experience, which can guarantee the solvability of most problems and speed up the solution process.

The algorithm \( \text{fastKOA}^\ast \) is shown in Algorithm 2, which first encodes our \( k \)-OA synthesis into a SAT via the constraint generators in Figure 3 (lines 1-6) and then solves the SAT problem if satisfiable (lines 7-11). If SAT is unsatisfiable, then the algorithm will invoke the exact version \( \text{iKOAs} \) (line 12), wherein the global constraint generator for examples are used instead. Note that the pruning step aims to delete useless states and edges in an automaton, especially the trap states, which will not affect the acceptances of the examples but could cause the procedure \( \text{Soa2Sore} \) used in \text{regex extraction} to fail.

We remark that our algorithm is flexible. From the synthesis process, it can be seen that our algorithm not only supports \text{regex synthesis} from positive and negative examples, but it can also synthesize regular expressions from positive (or negative) examples only by removing the corresponding constraints of negative (or positive) examples. Moreover, our algorithm is incremental, since one can synthesize a correct regex by feeding more and more examples gradually.

### 4.2 Regex Extraction

In this section, we present our procedure \( \text{GenRegex} \) to extract a regex from a marked \( k \)-OA. As mentioned in Section 2, a marked \( k \)-OA is also an SOA. Freydenberger and Kotzing [24] have proposed an efficient procedure \( \text{Soa2Sore} \) to convert a given SOA \( \mathcal{A} \) to an SORE \( r \) that minimally generalizes \( \mathcal{L}(\mathcal{A}) \). This procedure recurses first on all strongly connected looped components and then on the directed acyclic graph obtained by contracting all Strongly Connected Components (SCCs) (i.e., a maximal subgraph in which every node is reachable from every other node) with pluses “+”. Here we use this procedure to extract regex from a marked \( k \)-OA.

The procedure \( \text{GenRegex} \) proceeds as follows: \( \text{GenRegex} \) first invokes \( \text{Soa2Sore}(\mathcal{A}) \) to convert a marked \( k \)-OA \( \mathcal{A} \) into an SORE (i.e., a marked regex) \( r \), then drops off the marks of all symbols in \( r \), and finally returns the unmarked regex if it is deterministic, otherwise returns null.

Further, we adopted a regex rewriting step to prettify the synthesized regex \( r \) in order to get a more concise and practical one by performing on \( r \) the rewriting rules in Figure 4 until no more rule is applicable.

Finally, as shown in Algorithm 1, our algorithm may return null (i.e. fail), which is mainly due to (i) the parameter \( k \) may not be sufficiently large; and (ii) not every regex has an equivalent deterministic version, as deterministic regexes are a restricted subclass of regexes.

### 5 REPAIR ALGORITHM

In practice, one may write an incorrect or ReDoS-vulnerable regex. So, in the section, we present an algorithm based on Neighborhood

\[\text{Algorithm 2: fastKOA}^\ast\]

| Input: a positive set \( S^+ \), a negative set \( S^- \), a value \( k \) |
| Output: a deterministic \( k \)-OA \( \mathcal{A} \) or null |
| initialize the formula set \( D \) $\leftarrow \emptyset$ |
| add \( \text{Deter}(k) \) to \( D \) |
| for \( w \in S^+ \) do |
| $\text{add} \ Pos_K(w, k) \wedge Pos_K(w, k) \text{to} D$ |
| for \( w \in S^- \) do |
| $\text{add} \ Neg(w, k) \text{to} D$ |
| if \( D \) is satisfiable then |
| convert Boolean variables (matrix) to a \( k \)-OA |
| \( \mathcal{A} \leftarrow \text{prune} \ \mathcal{A} \text{w.r.t.} \ S^+ \text{and} \ S^- \) |
| return \( \mathcal{A} \) |
| else return \( \text{iKOAs}(S^+, S^-, k) \); |
(1) Determinism Constraint Generator:

\[
\text{Deter}(k) = \bigcup_{s \in S} \left( \bigwedge_{1 \leq m < k} \left( A_{src, s_{m}} \land \bigwedge_{1 \leq m, n \neq m} \neg A_{src, s_{n}} \right) \lor \left( \bigwedge_{1 \leq m < k} \neg A_{src, s_{m}} \right) \right) \land \bigwedge_{1 \leq m, n \neq m \leq k} \left( \bigwedge_{1 \leq m} \left( A_{t_{m}, s_{n}} \land \bigwedge_{1 \leq m, n \neq m} \neg A_{t_{m}, s_{n}} \right) \right) \land \bigwedge_{1 \leq m, n \neq m \leq k} \left( \bigwedge_{1 \leq m} \neg A_{t_{m}, s_{n}} \right)
\]

(2) Positive Example Constraint Generators:

\[
\text{Pos}_{w}(w, k) = \bigcup_{1 \leq m < k} \left( \bigwedge_{1 \leq m, n \neq m \leq k} \left( \bigwedge_{1 \leq m} \left( A_{src, s_{m}} \land \bigwedge_{1 \leq m, n \neq m} \neg A_{src, s_{n}} \right) \right) \lor \left( \bigwedge_{1 \leq m < k} \neg A_{src, s_{m}} \right) \right) \land \bigwedge_{1 \leq m, n \neq m \leq k} \left( \bigwedge_{1 \leq m} \left( A_{t_{m}, s_{n}} \land \bigwedge_{1 \leq m, n \neq m} \neg A_{t_{m}, s_{n}} \right) \right) \land \bigwedge_{1 \leq m, n \neq m \leq k} \left( \bigwedge_{1 \leq m} \neg A_{t_{m}, s_{n}} \right)
\]

(3) Negative Example Constraint Generators:

\[
\text{Neg}_{w}(w, k) = \bigcup_{1 \leq m < k} \left( \bigwedge_{1 \leq m, n \neq m \leq k} \left( \bigwedge_{1 \leq m} \left( A_{src, s_{m}} \land \bigwedge_{1 \leq m, n \neq m} \neg A_{src, s_{n}} \right) \right) \lor \left( \bigwedge_{1 \leq m < k} \neg A_{src, s_{m}} \right) \right) \land \bigwedge_{1 \leq m, n \neq m \leq k} \left( \bigwedge_{1 \leq m} \left( A_{t_{m}, s_{n}} \land \bigwedge_{1 \leq m, n \neq m} \neg A_{t_{m}, s_{n}} \right) \right) \land \bigwedge_{1 \leq m, n \neq m \leq k} \left( \bigwedge_{1 \leq m} \neg A_{t_{m}, s_{n}} \right)
\]

\[
f(A, S^+, S^-) = \frac{|TP| - |FN| + |TN| - |FP|}{|S^+| + |S^-|}
\]

where we have \(TP = \{ w \in S^+ \mid w \in L(A) \}, FN = \{ w \in S^+ \mid w \notin L(A) \}, TN = \{ w \in S^- \mid w \notin L(A) \}, FP = \{ w \in S^- \mid w \in L(A) \}, \) and \(|S|\) is the number of elements in the set \(S\). Intuitively, the higher the \(f\) value, the better the \(k\)-OA. Especially, the \(k\)-OA with \(f\) value 1 will accept all positive samples and reject all negative samples. In addition, if two \(k\)-OAs share the same \(f\) value, we will select the one with fewer SCCs (or loops). Moreover, similar to regex synthesis, we use deterministic regexes to avoid ReDoS-vulnerabilities.

The repair algorithm is shown in Algorithm 3. It starts with a deterministic \(k\)-OA \(A\) that is converted from the marked version of the given regex \(r\) (line 1). Then, the algorithm selects the \(k\)-OA with the maximum \(f\) value, denoted as \(A_{\text{max}}\), from the neighborhoods of \(A\) (line 4). Next, it compares the \(f\) values between the current \(k\)-OA and the selected \(k\)-OA. If the selected \(k\)-OA gets a higher \(f\) value, then the algorithm replaces the current \(k\)-OA by the deterministic version of the selected \(k\)-OA (lines 5-6). After that, it checks whether the current \(k\)-OA is satisfied, namely, the \(f\) value is 1. If it is, the algorithm returns a regex extracted from the pruned version of the current \(k\)-OA (lines 7-10). While if the selected \(k\)-OA gets a lower \(f\) value, then the current \(k\)-OA may be a local maximum, so the algorithm returns null\(^5\) (line 12). The algorithm repeats the processing above until a satisfactory \(k\)-OA is returned or the iteration number exceeds ITER_MAX (lines 3-12). Finally, the algorithm returns null if the iteration number exceeds ITER_MAX (line 13).

A \(k\)-OA can be obtained easily from the marked form \(\tilde{r}\) of \(r\): (i) each symbol in \(\tilde{r}\) forms a state of a \(k\)-OA; (ii) for each symbol \(a\), there is an edge from \(a\) to any symbol that follows \(a\) in \(\tilde{r}\); (iii) there is an edge from \(src\) to any symbol that may be matched first in \(\tilde{r}\), similar

\(^5\)Enlarging the neighborhood is a possible but ineffective approach to search a better solution.
We implemented FlashRegex based on Z3 \cite{DBLP:conf/cav/MatthiasCM13} SMT solver in Python, and conducted experiments on a machine with 16 cores Intel Xeon CPU E5620 @ 2.40GHz with 12MB Cache, 24GB RAM, running Windows 10 operating system. Our open-source implementation and the datasets of the experiments are available online\footnote{https://github.com/EasyRegex/FlashRegex}. The experiments were designed to study three sets of research questions concerning FlashRegex’s functionalities (i.e., synthesizing regexes, repairing incorrect regexes, and repairing SL regexes).

**RQ1. Evaluation of regex synthesis.** Can FlashRegex synthesize regexes efficiently? (§6.2.1) Can FlashRegex synthesize regexes from examples correctly? (§6.2.2) Can FlashRegex synthesize safe regexes that are free from ReDoS-vulnerabilities? (§6.2.3) Can the local constraints speed up the solution process? (§6.2.4)

**RQ2. Evaluation of incorrect regex repair.** Can FlashRegex repair incorrect regexes efficiently? (§6.3.1) Can FlashRegex repair incorrect regexes from examples correctly? (§6.3.2) Can FlashRegex repair incorrect regexes so that they are free from ReDoS-vulnerabilities? (§6.3.3)


### 6.1 Benchmarks and Existing Tools

To evaluate FlashRegex in three application scenarios under different prerequisites, we constructed ten separate benchmarks accordingly, collected from widely-used sources: (i) Regex Golf \cite{DBLP:conf/seccomp/RebeleHJ19}, (ii) AlphaRegexPublic \cite{DBLP:conf/asplos/MitchellB09}, (iii) AutoTutor dataset \cite{DBLP:conf/asplos/Davis08}, (iv) the RegexLib library \cite{DBLP:conf/asplos/RubinsteinCC07}, (v) Rebele et al. \cite{DBLP:conf/asunmu/RebeleHJ19}, (vi) OWASP\footnote{https://owasp.org/}, (vii) StackOverflow\footnote{https://github.com/EasyRegex/FlashRegex}, and the one recently proposed by Rebele et al. \cite{DBLP:conf/sigsoft/RebeleHJ20}. Among them, GP-RegexGolf, AlphaRegex, and RegexGenerator++ were developed for regex synthesis, while the remaining two for regex repair. Furthermore, we used three tools to detect ReDoS-vulnerabilities, ReScue \cite{DBLP:conf/uss/RebeleHJ19}, Rexploiter \cite{DBLP:conf/uss/RebeleHJ19}, and SDLFuzzer \cite{DBLP:conf/uss/RebeleHJ19} and manually checked all inconsistent results concluded by these tools.

<table>
<thead>
<tr>
<th>Task</th>
<th>Benchmark</th>
<th>Number</th>
<th>Sources</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthesis</td>
<td>Bin-Syn-Regex</td>
<td>50</td>
<td>AlphaRegexPublic \cite{DBLP:conf/asplos/MitchellB09} (25)</td>
<td>Alphabet size is binary</td>
</tr>
<tr>
<td></td>
<td>Multi-Syn-Regex</td>
<td>50</td>
<td>AutoTutor \cite{DBLP:conf/asplos/Davis08} (12)</td>
<td>Alphabet size is large</td>
</tr>
<tr>
<td>Repair</td>
<td>Pos-Rep-Regex</td>
<td>70</td>
<td>Rebele et al. \cite{DBLP:conf/asunmu/RebeleHJ19} (30)</td>
<td>Incorrect regex</td>
</tr>
<tr>
<td></td>
<td>Pos-Neg-Rep-Regex</td>
<td>2,129</td>
<td>Rebele et al. \cite{DBLP:conf/asunmu/RebeleHJ19} (51)</td>
<td>Incorrect regex</td>
</tr>
<tr>
<td></td>
<td>SL-Regex</td>
<td>70</td>
<td>Davis et al. \cite{DBLP:conf/uss/RebeleHJ19} (14)</td>
<td>Positive and negative examples</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>Davis et al. \cite{DBLP:conf/uss/RebeleHJ19} (13)</td>
<td>Positive and negative examples</td>
</tr>
</tbody>
</table>

Note that character classes can be treated as special symbols such that all (special) symbols are pairwise disjoint.

In addition, the repair algorithm is incremental as well. The user may think that if she keeps on repairing the regex with some more interesting positive or negative examples, then she could finally get the equivalent one that she wants. However, the fact is that our neighborhood search may not find such a solution in a limited number of iterations, if the given examples are too many or the given regex is far away from a solution. Nevertheless, in that case, we would strongly suggest the user to use the synthesis algorithm instead.

### 6 Evaluation

We implemented FlashRegex based on Z3 \cite{DBLP:conf/cav/MatthiasCM13} SMT solver in Python, and conducted experiments on a machine with 16 cores Intel Xeon CPU E5620 @ 2.40GHz with 12MB Cache, 24GB RAM, running Windows 10 operating system. Our open-source implementation.

```python
# Algorithm 3: RepairingRE

Input: a regex r, a positive set S⁺, a negative set S⁻
Output: a deterministic regex r with S⁺ ⊆ L(r) and S⁻ ∩ L(r) = ∅ if solvable or null otherwise
1 A ← DISAMBIGUATE(RE2KOAR(f), S⁺, S⁻);
2 if S⁺ ∩ L(r) = ∅ then
3 while i < ITER_MAX do
4 Amax ← arg max_{A ∈ N(A)} f(A, S⁺, S⁻);
5 if f(Amax, S⁺, S⁻) > f(A, S⁺, S⁻) then
6 A ← DISAMBIGUATE(Amax, S⁺, S⁻);
7 if f(A, S⁺, S⁻) == 1 then
8 return A;
9 r ← GenRegex(A);
10 else return null;
11 i ← i + 1;
12 return null;
```

Note that character classes can be treated as special symbols such that all (special) symbols are pairwise disjoint.

In addition, the repair algorithm is incremental as well. The user may think that if she keeps on repairing the regex with some more interesting positive or negative examples, then she could finally get the equivalent one that she wants. However, the fact is that our neighborhood search may not find such a solution in a limited number of iterations, if the given examples are too many or the given regex is far away from a solution. Nevertheless, in that case, we would strongly suggest the user to use the synthesis algorithm instead.

### 6 Evaluation

We implemented FlashRegex based on Z3 \cite{DBLP:conf/cav/MatthiasCM13} SMT solver in Python, and conducted experiments on a machine with 16 cores Intel Xeon CPU E5620 @ 2.40GHz with 12MB Cache, 24GB RAM, running Windows 10 operating system. Our open-source implementation.
Table 2: The effectiveness and efficiency of regex synthesis

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Bin-Syn-Regex</th>
<th>Multi-Syn-Regex</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Sol (%)</td>
<td>#CSol (%)</td>
</tr>
<tr>
<td>RegexGenerator++</td>
<td>- - - -</td>
<td>(1000)</td>
</tr>
<tr>
<td>GP-RegexGolf</td>
<td>- - - -</td>
<td>(1000)</td>
</tr>
<tr>
<td>Alpha Regex</td>
<td>50 (1000)</td>
<td>50 (1000)</td>
</tr>
<tr>
<td>FlashRegex-Exact</td>
<td>50 (1000)</td>
<td>50 (1000)</td>
</tr>
<tr>
<td>FlashRegex-LCS</td>
<td>36 (1000)</td>
<td>36 (1000)</td>
</tr>
<tr>
<td>FlashRegex</td>
<td>50 (1000)</td>
<td>50 (1000)</td>
</tr>
</tbody>
</table>

6.2 Evaluation of Regex Synthesis

In this experiment, we evaluated the effectiveness and efficiency of regex synthesis, as well as its comparison with the exact-directed (FlashRegex-Exact) and local-directed (FlashRegex-LCS) constraint encodings. The evaluation results are shown in Table 2. The experiments were conducted on two benchmarks, Bin-Syn-Regex and Multi-Syn-Regex, measuring the performance on benchmarks with different alphabet sizes. Columns in each benchmark represent the number of synthesized regexes by each tool (#Sol), the number of correctly synthesized ones by each tool (i.e., the ones that are consistent with all the examples) (#CSol), the number of ReDoS-vulnerable ones in the synthesized results (#Vul) and the average time of synthesizing one regex in seconds (Avg Time), respectively. The symbol “-” indicates that the tool does not support the corresponding benchmark functionally.

6.2.1 Efficiency of Regex Synthesis. Table 2 compares the run-time efficiency of FlashRegex with three synthesis tools by their average time (in seconds) taken to synthesize a regex on the corresponding benchmark. On benchmark Bin-Syn-Regex with binary alphabet size, though the differences in average time are small (ranging from 1.1 to 7.6 seconds), the average runtime of FlashRegex (1.9 seconds) is still less than half of that of AlphaRegex (7.6 seconds). On benchmark Mul-Syn-Regex with multiple alphabet sizes, the average time varies greatly, from one hour to few seconds. Note that the time in Table 2 refers to average time, so the total running time taken by RegexGenerator++ and GP-RegexGolf on this benchmark are more than 2 hours and 50 hours, respectively, which is considered unaffordable in practice. In contrast, FlashRegex (using either of the synthesis algorithms) only takes an average 4 seconds, which is significantly more efficient than the other tools.

6.2.2 Correctness of Regex Synthesis. The results on correctness are summarized by column #CSol in Table 2. The correctness of synthesized regex is crucial. It guarantees the quality of regexes after synthesis. The experiments show that the correctness of existing tools is unsatisfactory. We can see that though RegexGenerator++ and GP-RegexGolf can synthesize all the 50 regexes on the second benchmark, only 3 and 7 of them are correct. It is mainly because they require the synthesized regex to be consistent with as many given examples as possible, instead of all the examples. By contrast, FlashRegex and AlphaRegex achieve 100% correctness ratio, because they aim to find a regex that accepts all the positive examples while rejecting all the negative examples.

6.2.3 ReDoS-vulnerability of Regex Synthesis. The two #Vul columns in Table 2 show that 4 and 21 regexes synthesized by GP-RegexGolf and AlphaRegex, respectively, are ReDoS-vulnerable. In other words, the consistency with given examples does not necessarily guarantee the synthesized regexes free from ReDoS-vulnerability. In contrast, all the regexes synthesized by FlashRegex are ReDoS-invulnerable.

Let us give an example from Bin-Syn-Regex to illustrate the difference between ReDoS-vulnerable and ReDoS-invulnerable regexes. Given the same set of positive and negative examples, AlphaRegex synthesizes \( *(1(0|1)?) \), while FlashRegex synthesizes \( *(10?) \). Although the two regexes are equivalent, their evaluations take exponential and linear time in the length of the input, respectively. Let us consider the railroad diagrams of these two regexes, which are given in Figures 5 and 6. Suppose the given string is “11”; there are two possible paths in Figure 5 to generate this string, while there is only one path in Figure 6. When the given string is “11”, there are four possible paths in Figure 5, whereas there is still one possible path in Figure 6. This illustrates how the two search spaces differ as the length of the input increases.

6.2.4 Evaluation of Different Constraint Encodings. Table 2 shows that FlashRegex-Exact is more effective than FlashRegex-LCS in synthesizing significantly more regexes. On the other hand, FlashRegex-LCS is more efficient by leveraging the LCS heuristic strategy. There are 14 (9) benchmarks on Bin-Syn-Regex (Multi-Syn-Regex) that FlashRegex-Exact can solve while FlashRegex-LCS cannot. FlashRegex-Exact is, on average, 2.0X slower than FlashRegex-LCS on Bin-Syn-Regex, and 0.6X slower on Multi-Syn-Regex. The two constraint encodings are complementary on effectiveness and efficiency.

Summary to RQ1: FlashRegex can synthesize regex efficiently, correctly and safely. The advantage of high efficiency of FlashRegex becomes more obvious with the increase of the alphabet size. Also, the two constraint encodings of FlashRegex are complementary on effectiveness and efficiency. The results also confirmed the lack of focus on ReDoS-vulnerability in previous works, thus making further repair a necessity.

6.3 Evaluation of Incorrect Regex Repair

Table 5 shows the evaluation results of repairing incorrect regexes in terms of efficiency, correctness and ReDoS-vulnerability. It uses the same columns as Table 2. The experiments were conducted on Pos-Rep-Regex and Pos-Neg-Rep-Regex benchmarks. For comparison, the tools proposed by Rebele et al [44] and RFixer were evaluated. Note that the regexes under repair in the evaluation are incorrect.
Table 5: The effectiveness and efficiency of incorrect regex repair

<table>
<thead>
<tr>
<th>No.</th>
<th>Source</th>
<th>SL (Sub-)Regex</th>
<th>RFixer</th>
<th>FlashRegex</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>OWASP</td>
<td>(a</td>
<td>aa)*</td>
<td>(a</td>
</tr>
<tr>
<td>#2</td>
<td>OWASP</td>
<td>(a</td>
<td>aa)*</td>
<td>(a</td>
</tr>
<tr>
<td>#3</td>
<td>OWASP</td>
<td>(a</td>
<td>aa-</td>
<td>Z</td>
</tr>
<tr>
<td>#4</td>
<td>StackOverflow</td>
<td>(x</td>
<td>y)*+y</td>
<td>(x</td>
</tr>
<tr>
<td>#5</td>
<td>syny</td>
<td>(x</td>
<td>w</td>
<td>d</td>
</tr>
<tr>
<td>#6</td>
<td>RegExLib</td>
<td>(x</td>
<td>d</td>
<td>,</td>
</tr>
<tr>
<td>#7</td>
<td>RegExLib</td>
<td>(0-9</td>
<td>a-f</td>
<td>)+d</td>
</tr>
<tr>
<td>#8</td>
<td>RegExLib</td>
<td>(x</td>
<td>d</td>
<td>,</td>
</tr>
<tr>
<td>#9</td>
<td>Davis et al. [14]</td>
<td>\s*\d*[^x]s*</td>
<td>\s*\d*[^x]s*</td>
<td>0.139 V</td>
</tr>
<tr>
<td>#10</td>
<td>Davis et al. [14]</td>
<td>\s*\d+s*</td>
<td>\s*\d+s*</td>
<td>0.004 V</td>
</tr>
<tr>
<td>#11</td>
<td>Davis et al. [14]</td>
<td>[^</td>
<td>z-x]+[^</td>
<td>z-]*</td>
</tr>
<tr>
<td>#12</td>
<td>CVE-2009-3277</td>
<td>(a</td>
<td>1,2)</td>
<td>{1,2},(1,18)</td>
</tr>
<tr>
<td>#13</td>
<td>CVE-2016-4055</td>
<td>A(B+C)+D</td>
<td>A(B+C)+D</td>
<td>0.162 V</td>
</tr>
<tr>
<td>#14</td>
<td>CVE-2017-15910</td>
<td>([^;]+)rs</td>
<td>[^</td>
<td>s-</td>
</tr>
<tr>
<td>#15</td>
<td>CVE-2017-16948</td>
<td>xrs[^</td>
<td>s-</td>
<td>]+*[^</td>
</tr>
<tr>
<td>#16</td>
<td>CVE-2017-16137</td>
<td>[ ] ( \r</td>
<td>\n</td>
<td>\t</td>
</tr>
<tr>
<td>#17</td>
<td>CVE-2017-18214</td>
<td>([^;]+[^</td>
<td>s-</td>
<td>]+[^</td>
</tr>
<tr>
<td>#18</td>
<td>CVE-2018-3737</td>
<td>(\n</td>
<td>\t</td>
<td>[^</td>
</tr>
<tr>
<td>#19</td>
<td>CVE-2019-17592</td>
<td>(\n</td>
<td>\t</td>
<td>[^</td>
</tr>
<tr>
<td>#20</td>
<td>CVE-2020-5243</td>
<td>([^;]+[^</td>
<td>s-</td>
<td>]+[^</td>
</tr>
</tbody>
</table>

They either reject some positive examples or accept some negative ones.

Table 5: The effectiveness and efficiency of incorrect regex repair

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Pre-Rep-Regex</th>
<th>Pre-Neg-Rep-Regex</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Avg. Time (s)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
</tr>
<tr>
<td>Rebele et al. [44]</td>
<td>50 (100%)</td>
<td>100%</td>
</tr>
<tr>
<td>RFixer</td>
<td>35 (70%)</td>
<td>35 (100%)</td>
</tr>
<tr>
<td>FlashRegex</td>
<td>35 (70%)</td>
<td>35 (100%)</td>
</tr>
</tbody>
</table>

6.3.1 Efficiency of Incorrect Regex Repair. The tool proposed by Rebele et al. [44] ran the fastest (0.2 seconds) on the first benchmark (i.e., the one from the tool), but it cannot handle negative examples. RFixer took the longest average time on both benchmarks. It took much more average time on the given negative examples. In contrast, the efficiency of FlashRegex was mildly affected by the negative samples. The average time it took increased mildly from 1.5 to 1.6 seconds.

6.3.2 Correctness of Incorrect Regex Repair. Table 5 shows that the tool proposed by Rebele et al. [44] can repair the most number of regexes on the first benchmark, but it is not able to process any negative examples on the second benchmark. FlashRegex can repair 91.5% of the incorrect regexes, 337 (15.83%) more regexes than those repaired by RFixer, on the second benchmark.
6.3.3 ReDoS-vulnerability of Incorrect Regex Repair. According to the #Vul coulmn in Table 5, three (8.57%) ReDoS-vulnerable regexes were generated by RFixer on the first benchmark. The number increases significantly on the second benchmark. There were 349 (21.66%) regexes repaired by RFixer suffered from ReDoS-vulnerability. In contrast, FlashRegex can repair 337 more regexes than RFixer with no ReDoS-vulnerable regexes generated.

Let us present a few incorrect regexes to illustrate the vulnerable and invulnerable repairs. From Pos-Neg-Rep-Regex, for the incorrect regex (((0+1*)*0+)*)|(((1+0*)*1+)*)*, a repaired regex produced by RFixer is (0(0*|1+0)*)|((1|0*)|0+|1)*)*, which is ReDos-vulnerable. We can see that although this regex is consistent with the given examples, it still causes ambiguity because its star height (i.e., nested quantifiers) equals to two. For example, the string “0” can be either consumed by the inner quantifier (“”) or the outer one (”), leading to incorrect behavior with worst-case exponential costs on a mismatch. In contrast, FlashRegex deduced the regex ((0?)+|10*+), which successfully avoids the security issue. Similar incorrect ones repaired by RFixer have also been found from Pos-Rep-Regex, they are (((1234567, |1234568, |79, |3)|\d and (\[a-z\]|[^\w])?|[^\w]*\d\]?AegikloPr3tuVwX )*(\d\.|\d)*. Both are ReDoS-vulnerable.

**Summary to RQ2:** FlashRegex can repair incorrect regex efficiently, correctly and safely. The efficiency is not affected significantly by negative examples, and the regex after repair is free from ReDoS-vulnerability.

6.4 Evaluation of SL Regex Repair

The evaluation results of SL regex repair are shown in Table 3. We compared FlashRegex with RFixer, which is designed to repair regexes from both positive and negative examples. The benchmark contains 20 SL regexes (listed in Table 3) with positive and negative examples. Due to the space constraint, we only show the problematic sub-regexes for some regexes. Examples corresponding to these (sub-)regexes are generated manually or based on the Brics automaton library [37]. Specifically, the positive examples are enumerated by randomly traversing the deterministic finite automaton (DFA) of the given regex (resp. the negative examples are synthesized by stochastically traversing the DFA of the negation of the given regex). The columns in the table represent the sources of each regex (Source), the ReDoS-vulnerable regex (SL (Sub-)Regex); columns in RFixer and FlashRegex are the regex repaired by the corresponding tools (Repaired (Sub-)Regex); the running time in seconds (Time) and whether the repaired regexes are ReDoS-vulnerable (RV) (V for vulnerable, I for invulnerable).

6.4.1 Efficiency of SL Regex Repair. The average running time taken for repairing varies across regexes. RFixer took from less than 0.057 to 183 seconds, and 13.329 seconds on average. FlashRegex offers a more stable and better efficiency, ranging from 0.04 to 23.074 seconds, and 3.348 seconds on average.

6.4.2 Correctness of SL Regex Repair. In Table 3, all the repaired regexes are consistent with the given examples. This suggests the correctness of both tools. The results are also in line with the results of repairing incorrect regexes in Table 5.

6.4.3 ReDoS-vulnerability of SL Regex Repair. According to Table 3, 16/20 (80%) regexes repaired by RFixer are still vulnerable to ReDoS attacks. In constrast, all the SL regexes repaired by FlashRegex are free from ReDoS-vulnerabilities.

We further compared the results repaired by FlashRegex with the results achieved by developer experts, which are given in Table 4. We found that experts repaired SL regexes using one of three strategies introduced by Davis et al. [14]: revising the regex, trimming the input, or resorting it to alternate logic. The first one is motivated but not easy to do it manually, as demonstrated by the results, 2/6 (33%) regexes repaired by experts are still vulnerable to ReDoS attacks, and the invulnerable ones may be difficult for users to follow (e.g., the first one using back-reference and the last one using bounded iteration). In contrast, all the SL regexes repaired by FlashRegex are free from ReDoS-vulnerabilities. The second one works well but is not friendly to users, while the last one is only effective for some special regexes (i.e., it cannot be generalized).

**Summary to RQ3:** FlashRegex can repair ReDoS-vulnerable regex efficiently and correctly. The experiment also indicates the incapability of existing work for repairing ReDoS-vulnerable regex. Further, comparing with the manual repair, FlashRegex works in an automatic and user-friendly manner, keeping users’ intention meanwhile getting rid of the ReDoS-vulnerability.

7 THREATS TO FLASHREGEX’S VALIDITY

Considering that FlashRegex is a programming-by-example (PBE) algorithm, the quality of regex synthesized by FlashRegex highly depends on the quality of examples. In other words, if users can not provide sufficient characteristic examples, the synthesized regexes will be unsatisfactory (i.e., over-fitting or under-fitting). To alleviate this problem, we can adopt the following three strategies:

**Generalized examples.** The users provide some abstract generalized examples rather than concrete examples. The generalized examples can reduce the amount of required concrete (characteristic) examples meanwhile lessening the workload from users, thereby improving the quality of regex synthesis by generalizing concrete examples. For instance, We can use a generalized example <NUM>dog instead of concrete examples (e.g., 1dog, 2dog, 3dog).

**Integration of PBE and programming by natural language (PBNL).** We can leverage PBNL techniques to overcome the drawbacks of PBE techniques. Specifically, incorporating natural language can greatly improve the generalization of PBE techniques. For example, we can use the natural language description “lines with vowels after lower-case letters” as a major resource, and some concrete example (e.g., bi i i i and cee) instead of a large number of concrete examples.

**Interaction with users.** A more user-friendly strategy is that whenever the generated regex is out of expectation of users, they can add/delete/update examples interactively so that the resulting regex can be adjusted dynamically until meet users’ requirements.

---

Due to space constraint, only solutions from CVE are given.
8 RELATED WORK

Programming-by-Example (PBE). PBE techniques have been the subject of research in the past few decades [46] and successful paradigms for program synthesis, allowing end-users to construct and run new programs by providing examples of the intended program behavior [18]. Recently, PBE techniques have been successfully used for string transformations [27, 48, 49], data filtering [57], data structure manipulations [22, 60], table transformations [20, 28], SQL queries [56, 62], MapReduce programs [1, 50], and also regex synthesis [3–5, 7, 8, 21, 24, 32, 34]. In this paper, we take advantage of PBE techniques to enhance user-friendliness by allowing users to provide examples to reflect their true intentions.

ReDoS Detection and Prevention. Various techniques have been proposed [30, 41–43, 47, 52, 53, 58, 59] to identify ReDoS-vulnerabilities, which can be mainly classified into two paradigms: static analysis [30, 42, 43, 52, 58, 59] and dynamic fuzzing [41, 47, 53].

To prevent ReDoS attacks, Davis et al. [14] identified three anti-patterns of regexes as prerequisites of ReDoS attacks and recommended avoiding using them. These anti-patterns include: (i) regexes with nested quantifiers (e.g., A(B|C)+D); (ii) Regexes with Quantified Overlapping Disjunction (QOD) (e.g., (\w|\d)+); and (iii) Regexes with Quantified Overlapping Adjacency (QOA) (e.g., \s*?\s*). In our work, we adopt deterministic k-OA and deterministic regex constraints to avoid the ambiguity caused by QOD or QOA in FlashRegex algorithms, and searching for solutions starting from k = 1 can effectively avoid nested quantifiers.

ReDoS attacks can also be alleviated by regex matching speedup, which is possible in some special cases, e.g., by parallel algorithms [35], GPU-based algorithms [61], state-merging algorithms [6], and Thompson’s Non-deterministic Finite Automaton algorithm [12, 54]. However, these can only alleviate the ReDoS-vulnerability problem, since the regexes themselves are still subject to ReDoS attacks. In our work, we address this issue from the regexes side.

Regexes Synthesis. The problem of automatic regex synthesis from examples has been explored in many domains [3–5, 7, 8, 21, 24, 31, 32, 34, 36, 40, 63]. AlphaRegex [32] is an enumeration algorithm for synthesizing simple regexes over binary alphabets from examples. However, all the synthesized expressions are over alphabets of size 2. RegexGenerator++ [3, 5] is a state-of-the-art approach for the synthesis of regexes from examples. The fact that RegexGenerator++ utilizes generic programming means that it is not guaranteed to generate a correct solution — i.e., accepting all the positive examples while rejecting all the negative examples. Lots of existing works focus on XML schemas inference [7, 8, 21, 24, 34], via resorting to infer regexes from examples. These approaches usually aim to tackle restricted forms of deterministic regexes [9] from positive examples only. GP-RegexGolf [4] is an approach based on genetic programming for playing regex golf [17] automatically, i.e., for writing the shortest regex that matches all positive strings and does not match any negative string. Unlike many of these efforts which aim to generalize beyond the provided examples, GP-RegexGolf focuses on binary classifying input strings and it does not require a form of generalization, i.e., the ability of inducing a general pattern from the provided examples. Several works from the Natural Language Processing community address the problem of generating regexes from natural language specifications based on sequence-to-sequence (seq2seq) model [31, 36, 40, 63].

All of the synthesis techniques above barely pay attention to preventing ReDoS during the synthesis process, making the synthesized regexes (hyper-)vulnerable to ReDoS attacks.

Regexes Repair. There are several works targeting at repairing or modifying regexes from examples, specifically the incorrect regexes. We discuss two main paradigms of them. In the first paradigm, works only consider either positive or negative examples. Li et al. [33] proposed ReLE, which can modify complex regexes by rejecting the newly-input negative examples. By contrast, Rebele et al. [44] proposed a novel way to generalize a given regex so that it accepts the given positive examples. On the other hand, works in the second paradigm take both positive and negative examples into consideration. Pan et al. [39] designed RFixer, a tool for repairing incorrect regexes using both examples. It took advantage of skeletons of regexes to effectively prune out the search space, and it employed SMT solvers to efficiently explore the sets of possible character classes and numerical quantifiers. Our work is similar to their work, yet differs in the effectiveness and quality of repaired regexes — we consider not only the correctness, but also the ReDoS-invulnerability of the regexes.

There is only two work exploring how to repair ReDoS-vulnerable regexes [11, 55], which considers revisions that match the exact same languages of the original regexes. However, the (exact) equivalence is too strong to use in practice [14, 47].

9 CONCLUSION

Many techniques for synthesizing or repairing regexes have been proposed. However, the lack of attention to ReDoS-vulnerabilities affects the security of existing tools. We propose a PBE framework, FlashRegex, which provides three core functionalities including regex synthesis, incorrect regex repair, and ReDoS-vulnerable (i.e., SL) regex repair. This is achieved by devising novel algorithms to deduce deterministic regexes from both positive and negative examples based on SAT or NS. Ours is the first framework that integrates the synthesis and repair of regexes with the awareness of ReDoS-vulnerabilities. The evaluation results show that our work can effectively and efficiently generate anti-ReDoS regexes from given examples, and has better capability than existing repair tools and even human experts on ReDoS-vulnerable regex repair, demonstrating the usefulness of our work. The results also reveal that existing synthesis and repair tools have neglected ReDoS-vulnerabilities of regexes. Although our experiments have shown the effectiveness and efficiency of FlashRegex, we plan to conduct a larger scale of evaluation with more complex subjects in our future work.
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