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Abstract—Distributed denial of service (DDoS) attacks in cloud
computing environments are growing due to the essential charac-
teristics of cloud computing. With recent advances in software-
defined networking (SDN), SDN-based cloud brings us new chances
to defeat DDoS attacks in cloud computing environments. Nev-
ertheless, there is a contradictory relationship between SDN and
DDoS attacks. On one hand, the capabilities of SDN, including
software-based traffic analysis, centralized control, global view
of the network, dynamic updating of forwarding rules, make it
easier to detect and react to DDoS attacks. On the other hand,
the security of SDN itself remains to be addressed, and potential
DDoS vulnerabilities exist across SDN platforms. In this paper,
we discuss the new trends and characteristics of DDoS attacks in
cloud computing, and provide a comprehensive survey of defense
mechanisms against DDoS attacks using SDN. In addition, we
review the studies about launching DDoS attacks on SDN, as well
as the methods against DDoS attacks in SDN. To the best of our
knowledge, the contradictory relationship between SDN and DDoS
attacks has not been well addressed in previous works. This work
can help to understand how to make full use of SDN’s advantages
to defeat DDoS attacks in cloud computing environments and how
to prevent SDN itself from becoming a victim of DDoS attacks,
which are important for the smooth evolution of SDN-based cloud
without the distraction of DDoS attacks.

Index Terms—Software-defined networking (SDN), distributed
denial of service attacks (DDoS), cloud computing.

I. INTRODUCTION

C LOUD computing develops rapidly in both academia
and industry due to its essential characteristics, including

on-demand self-service, broadband network access, resource
pooling, rapid elasticity, and measured service. It has signifi-
cant advantages over traditional computing paradigms, such as
reducing capital expenditure (CapEx) and operational expendi-
ture (OpEx) [1]–[3].
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Cloud computing would not be possible without the un-
derneath support of networking [4]–[7]. Recently, software-
defined networking (SDN) has attracted great interests as a
new paradigm in networking [8]–[10]. In SDN, the control and
data planes are decoupled, network intelligence and state are
logically centralized, and the underlying network infrastructure
is abstracted from the applications [11]. Integration of these
two promising technologies, cloud computing and SDN, can
greatly improve cloud manageability, scalability, controllability
and dynamism [4]. SDN-based cloud is a new type cloud in
which SDN technology is used to acquire control on network
infrastructure and to provide networking-as-a-service (NaaS) in
cloud computing environments [12].

Security has been regarded as the dominate barrier of the
development of cloud computing [13]. Good features of SDN
offer new opportunities to defeat attacks in cloud computing en-
vironments [9], [10]. Among the security requirements of cloud
computing, availability is crucial since the core function of
cloud computing is to provide on-demand services of different
levels [13]. Denial of Service (DoS) attacks and Distributed De-
nial of Service(DDoS) flooding attacks are the main methods to
destroy availability of cloud computing [13]–[15]. DoS attacks
or DDoS attacks are an attempt to make a machine or network
resource unavailable to its intended users. DDoS attacks are
sent by two or more persons, or bots [16], while DoS attacks are
sent by one person or system. A bot is a compromised device
created when a computer is penetrated by software from a
malware code. Since DoS attacks can be seen as a special type
of DDoS attacks, in the rest of this paper, we just use the term
DDoS attacks to indicate both DoS and DDoS attacks.

Although the capabilities of SDN (e.g., software-based traffic
analysis, logical centralized control, global view of the network,
and dynamic updating of forwarding rules) make it easy to de-
tect and to react DDoS attacks in cloud environments, the
separation of the control plane from the data plane in SDN in-
troduces new attack planes. SDN itself may be a target of some
attacks, and potential DDoS vulnerabilities exist across SDN
platforms. For example, an attacker can take advantages of
the characteristics of SDN to launch DDoS attacks against the
control layer, infrastructure layer plane and application layer of
SDN [11].

In this paper, we discuss the new trends and characteristics of
DDoS attacks in cloud computing, and provide a comprehen-
sive survey of defense mechanisms against DDoS attacks using
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Fig. 1. The road map of this paper.

SDN. In addition, we review the studies about launching DDoS
attacks on the control layer, infrastructure layer and application
layer of SDN, as well as the methods against DDoS attacks
in SDN.

To the best of our knowledge, the contradictory relationship
between SDN and DDoS attacks has not been well addressed
in previous works. Essentially, it is the unique dynamics tied
with SDN and DDoS attacks that present unique challenges
beyond the existing works. We believe that these initial steps we
have taken here help understand how to make full use of SDN’s
advantages to defeat DDoS attacks in cloud environments and
how to prevent SDN itself from becoming a victim of DDoS
attacks, which are important for the smooth evolution of SDN-
based cloud without the distraction of DDoS attacks.

A road map of our approach is given in Fig. 1. In Section II,
we first introduce the concept of SDN, followed by SDN-based
cloud. Then, we present some challenges of SDN-based cloud.
In Section III, we give the classification of DDoS attacks. Then
we discuss the new trends of DDoS in cloud computing envi-
ronments based on the essential characteristics of cloud com-
puting. We overview available defense mechanisms. Finally
we discuss the difficulty in defeating DDoS attacks in cloud
computing environments. In Section IV, we summarize the
good features of SDN that bring a lot of benefits for defeating
DDoS attacks, and provide a comprehensive survey on some of
the works that have already been done to defend DDoS attacks
using SDN. Section V presents the works about launching
DDoS attacks on the planes of SDN and how to deal with this
problem. Section VI discusses some open research issues. Some
broader perspectives are presented in Section VII. Finally, we
conclude this study in Section VIII.

II. SOFTWARE-DEFINED NETWORKING

(SDN)-BASED CLOUD

Cloud computing offers an effective way to reduce capi-
tal expenditure (CapEx) and operational expenditure (OpEx)

[13]. To reach this target, an agile and programmable network
infrastructure is needed. SDN is the key technology that takes
network control into the cloud [4].

In this section, we first introduce the concept of SDN, fol-
lowed by SDN-based cloud. Then, we present some challenges
of SDN-based cloud.

A. What is Software-Defined Networking

SDN is currently attracting significant attention from both
academia and industry. The Open Networking Foundation
(ONF) [17] is a nonprofit consortium dedicated to development,
standardization, and commercialization of SDN. ONF has pro-
vided the most explicit and well received definition of SDN as
follows: “In the SDN architecture, the control and data planes
are decoupled, network intelligence and state are logically cen-
tralized, and the underlying network infrastructure is abstracted
from the applications” [11].

ONF presents a high-level architecture for SDN that is
vertically split into three main functional layers including in-
frastructure layer, control layer and application layer [9], [11],
[18]–[20], as shown in Fig. 2.

1) Infrastructure Layer: Also known as the data plane, it
consists mainly of Forwarding Elements (FEs) including
physical switches, such as Juniper Junos MX-series, and
virtual switches, such as Open vSwich. These switches
are accessible via an open interface to switch and forward
packets.

2) Control Layer: Also known as the control plane, it con-
sists of a set of software-based SDN controllers providing
a consolidated control functionality through open APIs
to supervise the network forwarding behavior through
an open interface. Three communication interfaces allow
the controllers to interact: southbound, northbound and
east/westbound interfaces [9].

3) Application Layer: It mainly consists of the end-user busi-
ness applications that consume the SDN communications
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Fig. 2. High-level overview of the SDN architecture.

and network services [9]. Examples of such business ap-
plications include network virtualization, mobility man-
agement, security application and so on.

SDN is very often linked to the OpenFlow protocol. Open-
Flow protocol is one element of the SDN architecture, which
allows switches to perform flows-level control. It is an open
protocol that was born in academia at Stanford University. It
was proposed to standardize the communication between the
switches and the software-based controller in an SDN archi-
tecture and to enable researchers to run experimental protocols
in networks [9], [21]. Today cloud computing enables the net-
worked computation and storage without using local resources.
Such a decoupling of control and data plays a critical role in
large-scale, high-speed computing systems [8].

B. What is SDN-Based Cloud?

Combining cloud technique and SDN paradigm provides a
new opportunity to closely integrate application provisioning
in the cloud with the network through programmable interfaces

and automation [22]. With cloud development, the existing
cloud networks face some significant challenges, including
guaranteed performance of applications when applications are
moved from on-premises to the cloud facility, flexible de-
ployment of appliances (e.g., intrusion detection systems or
firewalls), associated complexities to the policy enforcement
and topology dependence, and the security and privacy protec-
tion [12]. More programmable, more flexible and more secure
cloud infrastructure is needed. As a new networking paradigm,
SDN is the key technology that can improve cloud manage-
ability, scalability, controllability and dynamism. SDN can
provide a new, dynamic network architecture that transforms
traditional cloud network backbones into rich service-delivery
platforms [12].

It is because of these reasons SDN-based cloud has been
introduced recently [4], [12], [22]–[29]. SDN-based cloud is
a new type cloud, in which SDN technology is used to acquire
control on network infrastructure and to provide networking-
as-a-service (NaaS). In SDN-based cloud, cloud computing
extends from server centralization and virtualization as well as
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storage centralization and virtualization to network centraliza-
tion and virtualization.

SDN-based cloud has attracted great attentions recently. The
authors of [22] argue that service-level network model that
provides higher-level connectivity and policy abstractions are
integral parts of cloud applications. So they introduce an SDN-
based framework named Meridian, which supports a service-
level model for application networking and can exploit multiple
options for implementing virtual networks on the underlying
physical network. Yen et al. [23] establish an SDN-based cloud
computing environment via open source OpenFLow switch
and controller packages. Then they extend the functionality of
OpenFLow controller to provide load balancing, power-saving,
and monitoring mechanisms.

The authors of [24] propose several designs for SDN-based
mobile cloud architectures, focusing on ad hoc networks. They
also introduce several instances of the proposed architectures
based on frequency selection of wireless transmission that
are designed around different use cases of SDN-based mobile
cloud. Gharakheili et al. [25] develop an architecture, compris-
ing a cloud-based front-end user interface and SDN-based APIs
in the back-end, by which an ISP can allow users to customize
their home network experience.

SDN-based cloud shows many advantages comparing with
traditional cloud in terms of quality of service (QoS), VM or-
chestration, security, and so on. A QoS-guaranteed approach
is proposed in [26] for bandwidth allocation that satisfies QoS
requirements for all priority cloud users by using Open vSwitch
based on SDN. The authors of [27] present an SDN-based
orchestration framework for live VM management where server
hypervisors exploit temporal network information to migrate
VMs and minimize the network-wide communication cost of
the resulting traffic dynamics. An unified solution is presented
in [28] to combine two strategies, flow migration and VM
migration, to maximize throughput and minimize energy si-
multaneously. The authors of [29] believe SDN offers new
opportunities for network security in cloud scenarios, because
SDN-based cloud provides more flexibility and faster reaction
when the conditions are changing.

C. Some Challenges of SDN-Based Cloud

Although SDN-based cloud shows many good features, it
faces several challenges that must be taken into consideration,
including performance, availability, scalability and security.

• Performance:
Performance refers to the processing speed of the net-

work node considering both throughput and latency [11].
The method of SDN to handle new packets brings the
programmability. But at the same time it produces per-
formance problems. The authors of [30] show that cur-
rent controllers cannot handle a big number of flows in
10 Gbps links. So how to improve performance and keep
programmability need further research.

• Availability:
Availability refers to the proportion of time an SDN

system is in a functioning condition. The dependence on
the controller brings a challenge regarding availability.

One advantage of a traditional, distributed network
architecture is that if a switch fails, the availability of the
network can be maintained [31]. But in a pure SDN envi-
ronment, if a controller fails, the availability of the net-
work may be complete loss.

• Scalability:
Scalability is the ability to be enlarged to accom-

modate network growth. The controller can become a
bottleneck of scalability. By introducing distributed or
peer-to-peer controller infrastructure may share the com-
munication burden of the controller [11]. But an overall
network view is required to direct the communications
between the controllers using the east and westbound
APIs [11]. Besides controller scalability, there are some
other scalability concerns including the flow setup over-
head and resilience to failures [32].

• Security:
By decoupling the control plane from the data plane,

the attack surface for SDN is augmented, when compared
to traditional networks [9]. Security analysis has showed
that the SDN framework suffers many security threats,
including [33]:

1) unauthorized access, e.g., unauthorized controller
access or unauthenticated application access,

2) data leakage, e.g., flow rule discovery (side channel
attack on input buffer) forwarding policy discovery
(packet processing timing analysis),

3) data modification, e.g., flow rule modification to
modify packets,

4) malicious applications, e.g., fraudulent rule inser-
tion controller hijacking,

5) configuration issues, e.g., lack of TLS (or other
authentication techniques) adoption policy en-
forcement, and

6) denial of service, e.g., controller-switch communi-
cation flood switch flow table flooding.

Seven main potential threat vectors in SDN are as
follows [34]:
1) forged or faked traffic flows,
2) attacks on vulnerabilities in switches,
3) attacks on control plane communications,
4) attacks on and vulnerabilities in controllers,
5) lack of mechanisms to ensure trust between the con-

troller and management applications,
6) attacks on and vulnerabilities in administrative

stations, and
7) lack of trusted resources for forensics and remediation.

Among the well-known vulnerabilities of the SDN
platform, DDoS attacks can have a devastating impact on
the whole network. We will discuss this issue in details
in Section V.

III. DDOS ATTACKS IN CLOUD COMPUTING

ENVIRONMENTS ARE GROWING

In this section, we briefly describe the classification of DDoS
attacks. After that, we discuss the reasons why DDoS attacks
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Fig. 3. Taxonomy of DDoS attacks.

are growing in cloud computing environments. Then we review
various available defense mechanisms against DDoS attacks.

A. Classification of DDoS Attacks

DDoS attacks are easy to launch, but difficult to guard
against. In order to launch an effective DDoS attack, cyber at-
tackers often establish a network of computers, which is known
as a botnet.

DDoS attacks can be classified into two categories based on
the targeted protocol level [35]:

1) Network/transport-level DDoS flooding attacks: These
attacks have been mostly launched using TCP, UDP,
ICMP and DNS protocol packets and focus on disrupting
legitimate user’s connectivity by exhausting victim net-
work’s bandwidth [35].

2) Application-level DDoS flooding attacks: These attacks
focus on disrupting legitimate users’ services by exhaust-
ing the server resources (e.g., Sockets, CPU, memory,
disk/database bandwidth, and I/O bandwidth) [36].

More detailed taxonomy of DDoS attacks is shown in Fig. 3
based on TCP/IP protocols [37].

B. Why Does the Rate of DDoS Attacks Grow Substantially in
Cloud Computing Environments

With the network migrating to cloud computing environ-
ments, the rate of DDoS attacks is growing substantially.

Fig. 4. The size of largest reported DDoS attack from 2003 to 2013 [42].

Traditional DDoS attacks defense mechanisms face many chal-
lenges in cloud computing environments. A recent Cloud Se-
curity Alliance (CSA) survey shows DDoS attacks are critical
threats to cloud security [14], [38]. According to the quarterly
State of the Internet Report (SOTI) from Akamai Technologies
[39], DDoS attacks in the fourth quarter of 2012 were up by
200 percent over 2011.

In this subsection we discuss the reasons why the rate of
DDoS attacks grow substantially in cloud computing envi-
ronments, by reviewing the essential characteristics of cloud
computing, including on-demand self-service, broad network
access, resource pooling, rapid elasticity and measured service.

1) On-Demand Self-Service Leading to Botnets Outbreak:
One major reason is the emergence and development of botnets.
Botnets are networks that are formed by bots or machines com-
promised by malware. Large-scale botnets (e.g., Srizbi, Kraken/
Bobax, and Rustock) gained notoriety for their sizes and mali-
cious activities (e.g., performing DDoS attacks [16]).

It remains fairly complex infecting a sufficient number of
machines in a short time frame in traditional networks. But on-
demand self-service capabilities of cloud that let legitimate busi-
nesses quickly add or subtract computing power could be used
to instantly create a powerful botnet [40].

With cloud computing development, malware-as-a-service
operations have started to take off since 2006. Malware-as-a-
service is used for spamming and launching denial-of-service
attacks. Because of competition among suppliers, prices of
malware-as-a-service have been falling rapidly. Today, one can
buy a 10,000-computer botnet for $1,000 [41].

2) Broad Network Access and Rapid Elasticity Leading to
More Immense, Flexible, and Sophisticated DDoS Attacks:
With cloud computing’s capabilities of broad network access
and rapid elasticity, attackers can not only launch immense
DDoS attacks, but also produce more flexible and more sophis-
ticated DDoS attacks using heterogeneous thin or thick client
platforms, which are discussed in the following.

• More immense DDoS attacks in cloud computing:
The size and frequency of DDoS attacks have grown

dramatically as attackers take advantage of botnets and
other high-speed Internet access technologies to over-
whelm their victim’s network infrastructure. Fig. 4 shows
the size of largest reported DDoS attack from 2002 to
2013. We can see obviously that the size of DDoS attack
is increasing year by year. In March 2013, Spamhaus,
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an organization that maintains lists of spammers, came
under a massive DNS reflection DDoS attack. The attack
volume was reportedly as high as 300 Gbps [42].

• More flexible DDoS attacks in cloud computing:
At the same time, the prevalence of mobile devices,

such as smartphones and tablets, are expected to become
a significant launching platform for DDoS attacks against
cloud computing. The lack of security on the majority of
mobile devices, coupled with the rising bandwidth and
processing power, makes them a platform ripe for hack-
ers to compromise. Researchers reported that Android
malware could be used to launch DDoS attacks in 2013
[43]. Malicious attackers now carry a powerful attack
tool in the palm of their hands, which requires minimal
skill to use. Because it is so easy for mobile device users
to opt-in to DDoS attack campaigns, a considerable in-
crease in the use of these attack tools will be expected in
the following years.

• More sophisticated DDoS attacks in cloud computing:
Not only are DDoS attacks getting larger and more

frequent, but they are also becoming more sophisticated
as they pinpoint specific applications (e.g., DNS, HTTP
or VoIP) with smaller, more stealthy attacks [44]. Sophis-
ticated low-bandwidth DDoS attacks use less traffic and
increase their effectiveness by aiming at a weak point
in the victim’s system design. While it requires more
sophistication and understanding of the attacked system,
a low-bandwidth DDoS attack has three major advan-
tages in comparison to a high-bandwidth attack: 1) Lower
cost—since it uses less traffic; 2) Smaller footprint—
hence, it is harder to detect; 3) Ability to hurt systems
that are protected by flow control mechanisms [45].

3) Resource Pooling Leading to the Victims More Vulnerable
to DDoS Attacks: In cloud computing, the service provider’s
computing resources are pooled to serve multiple consumers
using a multi-tenant model, with different physical and virtual
resources dynamically assigned and reassigned according to
consumer demand [46].

Virtualization technology and multi-tenant infrastructure on
the one hand make attackers launch DDoS attacks more easily,
on the other hand cause the victims more vulnerable to DDoS
attacks.

• Virtualization technology and multi-tenant infrastructure
make attacker launch DDoS attacks more easily:

Virtualization technology help attacks preset for at-
tacks. In each cloud, attackers can deploy an ISO image
(or a virtual machine) set up to connect immediately
upon startup to one or more meeting points to receive
marching orders [40]. virtual machines (VMs) built for
this purpose will of course be optimized so as to use very
little live memory or disk space: this way the attacker
can streamline costs and launch even more VMs with the
extra cash [40].

• Virtualization technology and multi-tenant infrastructure
cause the victims more vulnerable to DDoS attacks:

Researchers show that, on a DoS attack, the perfor-
mance of a web server hosted in a VM can degrade by

up to 23%, while that of a non-virtualized server hosted
on the same hardware degrades by only 8% [47]. Since
the cloud computing environment is inherently a multi-
tenant infrastructure, an attack against a single customer
is actually an attack against all customers in that given
cloud, or at least a significant proportion of those cus-
tomers, as they are sharing not only a common network
infrastructure but a common compute infrastructure, a
common memory infrastructure, a common storage in-
frastructure, etc [48]. A DDoS attack in virtualization
occurs when one VM occupies all the available physical
resources such that the hypervisor cannot support more
VMs, and availability is imperiled [49]. Although the
hypervisors limit the amount of physical resources allo-
cated to each VM, Side channels have been used in recent
works to bypass virtual machine isolation in the cloud
[50]. A side-channel in a software program is a means of
communication via a medium not intended for informa-
tion transfer.

4) Rapid Elasticity and Measured Service Leading to a New
Breed of DDoS Attacks: With rapid elasticity and measured ser-
vice, adopters of the cloud service model are charged based on
a pay-per-use basis of the cloud’s server and network resources.
With this model, a conventional DDoS attack on server and
network resources is transformed in a cloud environment to a
new breed of attack that targets the cloud adopter’s economic
resource, namely Economic Denial of Sustainability attack
(EDoS) [51], [52].

A representative EDoS attack is Fraudulent Resource Con-
sumption (FRC) attack. Unlike an application-layer DDoS
attack that consumes resources with the goal of disrupting
short-term availability, an FRC attack is a considerably more
subtle attack that instead seeks to disrupt the long-term financial
viability of operating in the cloud by exploiting the utility
pricing model over an extended time period [53]. By fraudu-
lently consuming web resources in sufficient volume (i.e., data
transferred out of the cloud), an attacker (e.g., botnet) is able to
incur significant fraudulent charges to the victim. In cloud com-
puting, the goal of a FRC attack is to deprive the victim (i.e.,
regular cloud customers) of their long-term economic availabil-
ity of hosting web contents that are publicly accessible. In other
words, attackers, who act as legal cloud service clients, con-
tinuously send requests to website hosting in cloud servers to
consume bandwidth, which bills to the cloud customer owning
the website; seems to the web server, those traffic does not reach
the level of service denial, and it is difficult to distinguish FRC
traffic from other legitimate traffic [13]. A FRC attack succeeds
when it causes financial burden on the victim [13].

C. Available Defense Mechanisms Categories

Since Yahoo, Amazon and other well-known web sites were
subjected to DDoS attacks in 2000, researchers have presented
many methods to mitigate DDoS attacks. Several taxonomies of
DDoS attacks defense mechanisms have been presented in the
literature [35], [37], [54]. The authors of [35] focus on DDoS
flooding attacks and defense mechanisms in wired network
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systems. Farahmandian et al. concentrate on the methods
against DDoS attacks in cloud computing [54].

The defense mechanisms against network/transport-level
DDoS flooding attacks can be classified into four categories
based on the deployment location [35]:

1) Source-based mechanisms: Source-based mechanisms
are deployed near the sources of the attack to prevent
network customers from generating DDoS flooding at-
tacks [35]. Some examples of source-based mechanisms
include ingress/egress filtering, which filters packets with
spoofed IP addresses at the source’s edge routers based
on the valid IP address range internal to the network [55],
and Source Address Validity Enforcement (SAVE) Pro-
tocol [56]. SAVE protocol enables routers to update the
information of expected source IP addresses on each link
and block any IP packet with an unexpected source IP
address [57].

2) Network-based mechanisms: These mechanisms are de-
ployed inside networks and mainly on the routers of the
Autonomous Systems (ASs). Generally there are two
groups of DDoS attack detection techniques. The first
group is called DDoS-attack-specific detection. The sec-
ond group is called anomaly-based detection [57] (e.g.,
route-based packet filtering [58]). DDoS-attack-specific
detection is an attack detection method based on the
special features of different DDoS attacks. For example,
using SYN cookie technique can resist SYN flood attacks.
In a SYN flood, a victim server receives spoofed SYN re-
quests at a high packet rate that contain fake source IP ad-
dresses. The SYN flood overwhelms the victim server by
depleting its system resources (connection table memory)
normally used to store and process these incoming pack-
ets, resulting in performance degradation or a complete
server shutdown [37]. SYN cookies are particular choices
of initial TCP sequence numbers by TCP servers. They al-
low a server to avoid dropping connections when the SYN
queue fills up [37]. Anomaly-based detection models the
behavior of normal traffic, and then reports any anomalies.

3) Destination-based mechanisms: In the destination-based
defense mechanisms, detection and response is mostly
done at the destination of the attack (i.e., victim) [35].
Some examples of destination-based mechanisms include
input debugging [59], probabilistic packet marking [60],
and hash-based IP traceback [61]. Input debugging is a
link testing mechanism, in which the traceback process
starts from the router closest to the victim and iteratively
tests its upstream links until it can be determined which
link is used to carry the attacker’s traffic [59]. In proba-
bilistic packet marking, routers in the path to the victim
probabilistically mark packets (i.e., add routers’ identi-
fication to each packet) so that the victim can identify
the path of attack traffic and distinguish it from legitimate
traffic after the detection [35]. In hash-based IP traceback,
routers in the path to the victim keep a hash record of
every packet passing through the router using Bloom
Filter, which is a hash structure to reduce the memory
requirement to store packet records [35].

4) Hybrid (Distributed) mechanisms: Hybrid defense mech-
anisms are deployed at (or their components are distrib-
uted over) multiple locations such as source, destination
or intermediate networks and there is usually cooperation
among the deployment points [35] (e.g., Active Internet
Traffic Filtering (AITF), which enables a receiver to con-
tact misbehaving sources and ask them to stop sending it
traffic [62]).

The defense mechanisms against application-level DDoS
flooding attacks can be classified into two categories based on
their deployment location [35]:

1) Destination-based (server-side) mechanisms (e.g., DDoS-
Shield uses statistical methods to detect characteristics of
HTTP sessions and employs rate-limiting as the primary
defense mechanism [35], [63]).

2) Hybrid (Distributed) mechanisms (e.g., Completely Au-
tomated Public Turing test to tell Computers and Humans
Apart (CAPTCHA) [64], [65]).

D. The Difficulty in Defeating DDoS Attacks in
Cloud Environments

As mentioned earlier, when the networks migrate to cloud
computing, DDoS attacks evolve new forms and characteristics.
Some researchers have presented some new methods to defeat
DDoS attacks in cloud computing. Farahmandian et al. give a
review and comparison of the existing methods against DDoS
attacks in cloud computing [54].

The authors of [66] use reactive/on-demand in-cloud
DDoS mitigation service (scrubber service) for mitigating the
application-layer and network-layer DDoS attacks with the help
of an efficient client-puzzle approach. The generated crypto
puzzle is being solved by the service consumer/user by the
brute force method in order to prove its legitimacy for acquiring
service.

A dynamic resource allocation strategy is presented in [67]
to counter DDoS attacks against individual cloud customers.
When a DDoS attack occurs, they employ the idle resources of
the cloud to clone sufficient intrusion prevention servers for the
victim in order to quickly filter out attack packets and guarantee
the quality of the service for benign users simultaneously.

Lua et al. propose a novel approach to mitigate DDoS attacks
using an intelligent fast-flux swarm network. Fast flux is a DNS
technique. Fast-flux hosting allows a fully qualified domain
name to have many IP addresses assigned to it. It uses a very
short time-to-live (TTL) parameter for any particular name
record. The hostnames will be reassigned at very high fre-
quency. Since a fast-flux hosting technique in itself is not robust
enough to cope with sophisticated DDoS attacks that exploit
fast-flux service networks, swarm intelligence techniques are
applied to imbue the network with autonomy to address the
above fallacy [68]. An intelligent swarm network is required
to ensure autonomous coordination and allocation of swarm
nodes to perform its relaying operations. An intelligent water
drop algorithm is applied for distributed and parallel optimiza-
tion. The movement of bodies of water in nature inspires the
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Intelligent Water Drop (IWD) algorithm. Water always finds the
path of least resistance. This is well suited to designing a relay
system for the swarm network [68]. The fast-flux technique is
used to maintain connectivity between swarm nodes, clients,
and servers. Fast-flux service networks also allow them to build
a transparent service, which allows minimal modifications of
existing cloud services (e.g., HTTP and SMTP) [68].

A practical solution is presented in [69] to collect data trace
and analyze these data in parallel in a cloud computing plat-
form named the Collaborative Network Security Management
System (CNSMS). They use cloud storage to keep huge volume
of traffic data and process it with a cloud computing platform
to find the malicious attacks.

Although the above excellent works have been done to defeat
DDoS attacks in cloud computing environments, DDoS attacks
are still showing a rising trend. Some difficulties exist in de-
feating DDoS attacks in cloud computing environments.

1) Data collection: Most DDoS attacks mitigating mecha-
nisms need to collect data to build normal profile or to
detect abnormals. For example, many methods need to
extract features of interest from network traffic to find
statistic abnormal. Since DDoS attacks have increased in
size in cloud environments, collecting tremendous and
heterogeneous data with a low overhead is becoming
more and more difficult. Moreover the facts that cloud
traffic is distributed between network devices by load bal-
ancing and the multi-tenant nature of cloud environments
make the task of data collection for marginating DDoS
attacks harder to achieve.

2) Intelligent algorithm selection: Because DDoS attacks
have increased in complexity in cloud environments,
many intelligent algorithms have been used, includ-
ing artificial neural network, chaotic analysis, Bayesian
classification, game theory, hidden semi-Markov model
(HSMM), fuzzy logic and so on. Due to the complexity of
DDoS attacks, there is no single intelligent algorithm that
can deal with all DDoS attacks. How to choose different
intelligent algorithms according to different attacks is one
of the difficult problems to solve.

3) React promptly: Prompt attacks response is particularly
important in highly dynamic cloud environments. But the
complexity of today’s cloud makes promptly response to
attacks challenging. For example, in a data center, there
are a large number of heterogeneous security devices that
need to cooperate, and there are a large number of pro-
tocols that need to be supported.

IV. SDN AS A GOOD TOOL TO DEFEAT DDOS ATTACKS

As SDN provides a new and dynamic network architecture
for cloud computing, the good features of SDN make it easier
to detect and react DDoS attacks in cloud computing. In this
section, we first summarize the good features of SDN that bring
a lot of benefits for defeating DDoS attacks, and then provide an
overview of the available methods using SDN to defeat DDoS
attacks.

A. Good Features of SDN in Defeating DDoS Attacks

SDN brings us new chances to defeat DDoS attacks in cloud
computing environments. We summarize the good features of
SDN as follows [10], [11], [31], [70], [71].

1) Separation of the control plane from the data plane:
SDN decouples the data plane and control plane and

thus enables to establish easily large scale attack and
defense experiments. High configurability of SDN of-
fers clear separation among virtual networks permitting
experimentation on a real environment [10]. Progressive
deployment of new ideas can be performed through a
seamless transition from an experimental phase to an
operational phase. Moreover it enables innovation and
evolution by providing a programmable network platform
to implement, experiment, and deploy new ideas, new ap-
plications. The feature of SDN brings great convenience
in putting forward new thoughts and methods of DDoS
attacks mitigation.

2) A logical centralized controller and view of the network:
The controller has network-wide knowledge of the sys-

tem and global views to build consistent security police
and to monitor or analysize traffic patterns for potential
security threats. Centralized control of SDN permits dy-
namically quarantine of compromised hosts and authenti-
cation of legitimate hosts based on information obtained
through requesting end hosts, requesting a Remote Au-
thentication Dial In User Service (RADIUS) server for
users’ authentication information and system scanning
during registration [10].

3) Programmability of the network by external applications:
The programmability of SDN supports a process of

harvesting intelligence from existing Intrusion Detection
Systems (IDSs) [72] and Intrusion Prevention Systems
(IPSs) [33]. More intelligent algorithms can be flexibly
used based on different DDoS attacks.

4) Software-based traffic analysis:
Software-based traffic analysis greatly enables inno-

vation, as it is possible to improve the capabilities of a
switch using any software-based technique [31]. Traffic
analysis can be performed in real time using machine
learning algorithms, databases and any other software
tool. Traffic of interest can be explicitly directed to IPSs
for Deep Packet Inspection (DPI) [10].

5) Dynamic updating of forwarding rules and flow
abstraction:

Dynamic updating of forwarding rules helps promptly
respond to DDoS attacks. Based on the analysis, new or
updated security policy can be propagated across the net-
work in the form of flow rules [33]. If attacks are detected,
SDN can install packet forwarding rules to switching
devices to block the attack traffic from entering and prop-
agating in a network [10].

B. DDoS Attacks Defense Mechanisms Using SDN

We classify the DDoS attacks defense mechanisms using
SDN into three categories based on the deployment location:
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Fig. 5. A classification of the defense mechanisms against DDoS attacks
using SDN.

source-based mechanisms using SDN, network-based mech-
anisms using SDN and destination-based mechanisms using
SDN, as shown in Fig. 5.

1) Source-Based Mechanisms Using SDN: Most source-
based mechanisms using SDN let SDN controllers detect anom-
aly traffic, filter the malicious packet, or validate the source IP
address near the ingress of network.

By using the programmability of SDN, the authors of [73]
show that a programmable home network router can provide
the ideal platform and location in the network for detecting
security problems in SOHO (Small Office/Home Office) net-
works. Four prominent traffic anomaly detection algorithms,
threshold random walk with credit based rate limiting (TRW-
CB algorithm), rate-limiting, maximum entropy detector and
NETAD are implemented in an SDN context using OpenFlow
compliant switches and NOX as a controller. Threshold random
walk with credit based rate limiting (TRW-CB) is a classifi-
cation method using sequential hypothesis testing (i.e., like-
lihood ratio test) to classify whether or not the internal host
has a scanning infection. It is based on the observation that the
probability of a connection attempt being a success should be
much higher for a benign host than a malicious one. Rate Lim-
iting uses the observation that an infected machine has different
connection characteristic to limit new connection rate. The
Maximum Entropy detector estimates the benign traffic distri-
bution using maximum entropy estimation. Unlike TRW-CB
and Rate Limiting, Maximum Entropy relies on examining
every packet in order to build packet class distributions every
t seconds. NETAD operates on rule-based filtered traffic in a
modeled subset of common protocols. The filter removes unin-
teresting traffic based on the premise that the first few packets
of a connection request are sufficient for traffic anomaly detec-
tion [73]. Experiments indicate that these algorithms are signif-
icantly more accurate in identifying malicious activities in the
home networks as compared to the ISP and that the anomaly
detectors can operate at line rates without introducing any
performance penalties for the home network traffic.

Motivated by the flexibility of the SDN architecture and
the observation that most mobile malware requires Internet

connections, the authors of [21] design a system that detects
mobile malware through real-time traffic analysis using the
SDN architecture. Like Ingress filtering, the system can only
allow traffic to enter network if its source addresses are within
the expected IP address range. The access point, which is essen-
tially an OpenFlow-enabled switch, is controlled by an Open-
Flow controller. The access point forwards mobile traffic to
the OpenFlow controller, and receives and installs flow entries
from the controller through a secured channel. The malware
detection system is a module inside the OpenFlow controller,
which can extract the traffic information. Detection algorithms
include: IP Blacklist, Connection Success Ratio, Throttling
Connection, and Aggregation Analysis. IP Blacklist: A straight-
forward way to protect a network is maintaining a blacklist
of malicious IP addresses, which can either be obtained from
public available sources or from historic data, and denying
immediately any network flow that involves an IP address in
that blacklist. Connection Success Ratio: Connection Success
Ratio is a malware detection algorithm based on connection
success ratio, which leverages the observation that the success-
ful connection probability for a benign host should be much
higher than a malicious host. Throttling Connection: Throttling
Connection can limit the rate of connections to new hosts
and identify the infected clients based on the observation that
during virus propagation, an infected machine will try to con-
nect to as many different machines as fast as possible, while
an uninfected machine behaves differently: connections are
made at a lower rate, and are locally correlated (since repeated
connections to recently accessed machines are likely). Aggre-
gation Analysis: Aggregation Analysis is an algorithm that
detects the infected hosts by identifying aggregates of “similar”
communications based on the observation that when one host
is infected by malware, multiple other hosts may be infected
as well, especially in a large scale network and the infected
client share behavioral characteristics in their network activities
that are distinct from those of benign clients [21].

Source Address Validity Enforcement (SAVE) protocol en-
ables routers to update the information of expected source
IP addresses on each link and block any IP packet with an unex-
pected source IP address [57]. In cloud computing environ-
ments, routing locator spoofing problem is getting more serious
since botnets are widely used. The current in-progress source
address validation standard, i.e., SAVI, is not of enough protec-
tion due to the solution space constraints [74]. A mechanism
named Virtual source Address Validation Edge (VAVE) is pro-
posed to improve the SAVI solution. VAVE employs OpenFlow
protocol to solve source address validation problem with a
global view. OpenFlow devices are used to form a protective
perimeter. Whenever a packet originated from outside of the
perimeter reaches the perimeter, if it is not matched by any entry
in the flow table of the device, the first packet will be redirected
to the NOX controller [74]. A VAVE application of the NOX
controller checks whether or not the source of the packet is valid
based on generated rules.

We summarize source-based mechanisms using SDN as
shown in Fig. 6.

2) Network-Based Mechanisms Using SDN: A lightweight
method for DDoS attacks detection based on traffic flow
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Fig. 6. Source-based mechanisms using SDN.

features is presented in [75], in which the extraction of such in-
formation is made with a very low overhead compared to tradi-
tional approaches. The method is divided into three modules [75]:

1) The Flow Collector module is responsible for periodi-
cally requesting flow entries from all Flow Tables of OF
switches.

2) The Feature Extractor module receives the collected
flows, extracts features that are important to DDoS flood-
ing attack detection. These important features include:
Average of Packets per flow (APf), Average of Bytes
per flow (ABf), Average of Duration per flow (ADf),
Percentage of Pair-flows (PPf), Growth of Single-flows
(GSf), and Growth of Different Ports (GDP). The Feature
Extractor module gathers them in 6-tuples to be passed to
the classifier.

3) The Classifier module analyzes whether or not a given
6-tuple corresponds to a DDoS flooding attack or to legit-
imate traffic. Self Organizing Maps (SOMs) are used as
the classification method.

Based on the capability of software-based traffic analysis of
SDN, the method in [75] extracts features of interest with a low
overhead when compared to traditional approaches. Based on
the capability of a logical centralized controller and view of the
network, the method is able to monitor more than one observa-
tion point. Based on the capability of programmability of the
network by external applications, the method can use SOM to
classify network traffic flows as either normal or abnormal.

Suh et al. [76] propose a novel content-oriented networking
architecture (CONA) in which hosts request contents and their
agents deliver the requested contents. Due to the accountability
and content-aware supervision, CONA can react to resource
exhaustive attacks like DDoS effectively. A DDoS attack is
detected when the server that provides a given content type rece
ives more requests than expected, based on a pre-defined range.

Chu et al. [77] propose a novel design of DDoS defender that
is implemented on OpenFlow controller. DDoS defender can
monitor the flows of OpenFlow switch and detect the DDoS at-
tack via volume counting [31], [77].

In order to improve the scalability of proposed native OF
approaches in [75], a new method combining OpenFlow and
sFlow for an effective and scalable anomaly detection and mit-
igation mechanism on SDN environments is presented by [78].
It designs a modular mechanism that permits anomaly detec-
tion and mitigation on SDN environments including collector,
anomaly detection and anomaly mitigation. And it leverages the
packet sampling capability of sFlow to acquire scalability im-
provements and to reduce the required communication between
switches and OF controllers.

An OpenFlow-based intrusion prevention system, called
SnortFlow in Xen-based cloud environment, is proposed in
[79]. It inherits the intrusion detection capability from Snort
and flexible network reconfiguration from OpenFlow. The eval-
uation results generated in the real cloud environment show the
feasibility of SnortFlow.

Despite the success of OpenFlow, developing and deploying
complex OF security services remains a significant chal-
lenge. FRESCO, an OpenFlow security application develop-
ment framework designed to facilitate the rapid design, and
modular composition of OF-enabled detection and mitigation
modules is presented in [80]. FRESCO, which is itself an Open-
Flow application, offers a Click-inspired programming frame-
work that enables security researchers to implement, share, and
compose together, many different security detection and miti-
gation modules. The FRESCO framework consists of an appli-
cation layer (which provides an interpreter and APIs to support
composable application development) and a security enforce-
ment kernel (SEK, which enforces the policy actions from de-
veloped security applications). Both components are integrated
into NOX, an open-source openflow controller.

Since SDN defines abstractions to represent network entities
and logically centralize them in a network controller, the au-
thors of [81] argue that SDN’s abstraction is the most promising
way to successfully create agent-based architectures to control
and manage large-scale parts of the Internet. An agent-based
framework, AgNOS, for the building of cooperative SDNs that
extend their domains beyond enterprise networks is presented.
This framework is built on top of the abstractions provided by
SDN. A case study on mitigation of DDoS attacks is studied
when thousands of attackers perform malicious packet flooding
and SDN domains must cooperate to cope with packet filtering
at the source [81].

Yu et al. propose a memory-efficient system for Distributed
and Collaborative per-flow Monitoring (DCM) in [82]. DCM
uses Bloom filters to represent monitoring rules using a small
size of memory. It utilizes the tremendous convenience brought
by SDN paradigm to install a customized and dynamic mon-
itoring tool into the switch data plane. The novel monitoring
tool used by DCM is called two-stage Bloom filters, including
an admission Bloom filter to accept all flows assigned to the
switch and a group of action Bloom filters to perform differ-
ent measurement actions. SDN also allows DCM to perform
updates or reconstruction of the two-stage Bloom filters in the
switch data plane.

In a multi-tenant model like cloud computing, several stake-
holders are involved. Distinguishing tenants’ activities and
provisioned resources, in the time domain, is the key factor for
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accountability and anomaly detection [83]. Two types of so-
lutions are introduced to address the heterogeneous environ-
ment. The first type introduces methods for monitoring tenants’
activities, when an OpenFlow controller is not available. In
these methods, tenants’ specifications are retrieved from the
networking and identity service. Then, raw monitoring data are
processed for building per-tenant traffic statistics. The second
type benefits from an OpenFlow controller to build the per-
tenant view. In this approach, the controller provides the unified
view of the network, and is aware of the tenant logic. The
monitoring node communicates with the controller to build per-
tenant view of the network and generates monitoring informa-
tion for each tenant [83].

A new United States patent [84] presents a method for
mitigating of denial of service (DDoS) attacks using SDN. The
method comprises receiving a DDoS attack indication per-
formed against at least one destination server, programming
each network element in the SDN to forward a packet based on
a diversion value designated in a packet diversion field, upon
reception of the DDoS attack indication, instructing at least one
peer network element in the SDN to mark a diversion field in
each packet in the incoming traffic addressed to the destination
server to allow diversion of the packet to a security server, and
instructing edge network elements in the SDN to unmark the
diversion field of each packet output by the security server,
wherein each network element in the SDN is programmed to
forward the unmarked packets processed by the security server
to at least one destination server [84].

Radware company proposes DDoS protection as an SDN net-
work service. The solution relies on the following components:
Cisco ONE SDN controller; Cisco switches and routers that
are SDN enabled; DefenseFlow anti-DDoS SDN application;
and DefensePro attack mitigation solution [85]. The result is
complete abstraction of the anti-DDoS resource provisioning
and alignment with network operations to provision, manage
and monitor DDoS protection as a service within the OpenFlow
ecosystem.

Most mechanisms discussed in this subsection can be de-
signed as SDN applications. A such SDN application generally
includes four function modules: flow collector, feature extrac-
tor, anomaly detection, and attack mitigation, as shown in-
Fig. 7. Different mechanisms use similar function modules but
with different implementation methods.

3) Destination-Based Mechanisms Using SDN: IP traceback
can be used to find the origins and paths of attacking traffic.
However, so far, most approaches for IP traceback are hard to be
deployed in the Internet because of deployment difficulties. An
incrementally deployable approach is presented in [86] based
on sampled flows for IP traceback (SampleTrace). In Sample-
Trace, it is not necessary to deploy any dedicated traceback
software and hardware at routers, and an AS-level overlay net-
work is built for incremental deployment. The authors of [86]
theoretically analyze the quantitative relation among the proba-
bility that a flow is successfully traced back various ASlevel hop
number, independently sampling probability, and the packet
number that the attacking flow comprises. Although it needs
to build an AS-level overlay network for incremental deploy-
ment, it can be extended to SDN networks.

Fig. 7. Function modules in SDN applications for network-based mechanisms.

The authors of [87] show how packet histories (i.e., the
full stories of every packet’s journey through the network) can
simplify network diagnosis. To demonstrate the usefulness of
packet histories and the practical feasibility of constructing
them, NetSight, an extensible platform that captures packet his-
tories and enables applications to concisely and flexibly retrieve
packet histories of interest, is built in [87]. Atop NetSight, four
applications that illustrate its flexibility are presented: an inter-
active network debugger, a live invariant monitor, a path-aware
history logger, and a hierarchical network profiler.

OFRewind is a tool for recording and playing SDN control
plane traffic, and it enables scalable, temporally consistent, cen-
trally controlled network recording and coordinated replay of
traffic in an OpenFlow controller domain [88]. It takes advan-
tage of the flexibility afforded by the programmable control
plane, to dynamically select data plane traffic for recording [88].

Nikhil Handigol et al. introduce ndb, a prototype network
debugger inspired by gdb [89]. A postcard-based approach is
used in ndb to reconstruct the path taken by a packet, and it can
record flow table state via a proxy and log packet traces.

Although these works pay more attention on troubleshooting
than on locating source IP address, some techniques can be used
in IP traceback like input debugging.

Table I summarizes these mechanisms.

V. SDN AS A VICTIM OF DDOS ATTACKS

SDN holds great promise in terms of mitigating DDoS at-
tacks in cloud computing environments by decoupling data
plane from control plane. However, the security of SDN itself
remains to be addressed. In this section, we first discuss SDN
itself may be a target of DDoS attacks. Then we provide an
overview of available solutions to this problem.
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TABLE I
COMPARISON OF DDoS ATTACKS DEFENSE MECHANISMS USING SDN

A. Possible DDoS Attacks on SDN

SDN itself may be a target of DDoS attacks. Since SDN is
vertically split into three main functional layers, including in-
frastructure layer, control layer, and application layer, as shown
in Fig. 2, potential malicious DDoS attacks can be launched on
these three layers of SDN’s architecture. Based on the possible
targets, we can classify the DDoS attacks launching on SDN

into three categories: application layer DDoS attacks, control
layer DDoS attacks, and infrastructure layer DDoS attacks, as
shown in Fig. 8.

1) Application layer DDoS attacks: There are two methods
to launch application DDoS attacks. One is to attack some
applications, the other is to attack northbound API. Since
isolation of applications or resources of SDN is not well
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Fig. 8. Potential DDoS attacks can be launched on the three layers of the SDN’s architecture.

solved [34], DDoS attacks on one application can affect
other applications.

2) Control layer DDoS attacks: The controllers could poten-
tially be seen as a single point of failure risk for the net-
work, so they are a particularly attractive target for DDoS
attack in the SDN architecture. The following methods
can launch control plane DDoS attacks: attacking con-
troller, northbound API, southbound API, westbound API
or eastbound API. For example, many conflicting flow
rules from different applications may cause DDoS attacks
on the control layer. Within the operation of SDN, data
plane will typically ask the control plane to obtain flow
rules when the data plane sees new network packets that
it does not know how to handle. There are two options
for the handling of a new flow when no flow match exists
in the flow table: either the complete packet or a portion
of the packet header is transmitted to the controller to
resolve the query [11]. With a large volume of network
traffic, sending the complete packet to the controller
would occupy high bandwidth [11].

3) Infrastructure layer DDoS attacks: There are two methods
to launch data plane DDoS attacks. One is to attack
some switches, the other is to attack southbound API.
For example if only header information is transmitted to
the controller, the packet itself must be stored in node
memory until the flow table entry is returned. In this
case, it would be easy for an attacker to execute a DDoS
attack on the node by setting up a number of new and
unknown flows. As the memory element of the node
can be a bottleneck due to high cost, an attacker could
potentially overload the switch memory (e.g., targeting to
exhaust Ternary Content Addressable Memory (TCAM).

[11]. The generated fake flow requests can produce many
useless flow rules that need to be held by the data plane,
thus making the data plane hard to store flow rules for
normal network flows [11].

To demonstrate the feasibility of DDoS attacks, a new SDN
network scanning prototype tool (named SDN scanner) is
proposed in [90] to remotely fingerprint networks that deploy
SDN. This method can be easily operated by modifying existing
network scanning tools (e.g., ICMP scanning and TCP SYN
scanning). The attack can be conducted to an SDN network by
a remote attacker, and it can significantly degrade the perfor-
mance of an SDN network without requiring high performance
or high capacity devices.

It is shown that DDoS attack can overwhelm the controller in
SDN architecture [91]. One serious scenario of DDoS that can
directly affect the controller is swamping the controller with
Packet_In events. Any new packets that do not have a match in
the flow table will be sent to the controller for processing. Most
DDoS attacks use spoofed source address, which translates into
new incoming packet at the switch. This part is considered one
of the advantages of SDN where the control plane is separated
and manageable at the controller. It is also the main disadvan-
tage when the number of new incoming packets is greater than
the secure channel’s bandwidth and the controller’s processing
power. In DDoS attacks, a large number of packets are sent to
a host or a group of hosts in a network. If the source addresses
of the incoming packets are spoofed, which they usually are,
the switch will not find a match and has to forward the packet
to the controller. The collection of legitimate and the DDoS
spoofed packets can bind the resources of the controller into
continuous processing that exhausts them. This will make the
controller unreachable for the newly arrived legitimate packets
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TABLE II
POSSIBLE DDoS ATTACKS ON SDN AND AVAILABLE SOLUTIONS

and may bring the controller down causing the loss of the SDN
architecture. Even if there is a backup controller, it has to face
the same challenge [91].

The authors of [92] show that OF applications may compete/
contradict, override one another, incorporate vulnerabilities or
possibly be written by adversaries. In the worst case an ad-
versary can use the deterministic OF application to control the
state of all OF switch in the network. A rule conflict is said to
arise when the candidate OpenFlow rule enables or disables a
network flow that is otherwise inversely prohibited (or allowed)
by existing rules. Hackers may use rule conflict to launch DDoS
attacks.

Because DDoS attacks use forged source IP address or
faked traffic, simple authentication mechanism could mitigate
forged or faked traffic flows. But if an attacker assumes the
control of an application server that stores the details of many
users, it can easily use the same authenticated ports and source
MAC addresses to inject authorized, but forged, flows into the
network [34].

OpenFlow provides optional support for encrypted Transport
Layer Security (TLS) communication and a certificate ex-
change between the switches and the controller(s) [18]. As is
well-known in the security community, using TLS/SSL does
not per se guarantee secure communications, and it may com-
promise the controller device link [34]. The security of those
communications is as strong as its weakest link, which could be
a self-signed certificate, a compromised Certificate Authority,
or vulnerable applications and libraries [34]. Moreover, the
TLS/SSL model is not enough to establish and assure trust
between controllers and switches. Once an attacker gains access
to the control plane, it may be capable of aggregating enough
power force (in terms of the number of switches under its
control) to launch DDoS attacks. This lack of trust guarantees
could even enable the creation of a virtual black hole network
(e.g., by using OpenFlow-based slicing techniques allowing
data leakage while the normal production traffic flows) [34].

For specific switches or controllers, they may have some
special DDoS attacks weaknesses. For example, DDoS vulner-
abilities that arise from an OpenFlow reactive rule design can
be found in a layer 2 learning switch that is included in the POX
controller as follows [93].

• The controller instructs the switches to flood multicast
without installing a rule to match future multicast pack-
ets. Therefore, every multicast packet is sent to the con-
troller, leaving an attacker a direct avenue to DDoS the
controller with a traffic flood to a multicast address.

• Traffic to unknown MAC addresses is flooded without
a rule insertion or a limit counter, creating another con-
troller DDoS vulnerability.

• Since this application inserts rules into switches based
on source MAC addresses, an attacker can generate an
unlimited number of rules, quickly filling up a switch’s
flow-table by crafting packets with random source MAC
addresses destined to a known network host. Addition-
ally, since the mapping has no age-out or removal mech-
anism, an attacker could fill the memory of the controller
by generating lots of traffic from random MAC addresses
to other unknown MAC addresses on the network, which
results in added mappings, but no new flows.

Dover et al. demonstrate a vulnerability in the Open Flood-
light controller that allows an attacker with access to the
OpenFlow control network to selectively deny communications
between an individual switch and the controller, eventually
disabling the switch [94].

B. Available Solutions

We summarize possible DDoS attacks on SDN and available
solutions in Table II.

The authors of [33] point out that three issues of SDN include
trust between all involved layers, SDN’s control plane central-
ization and limited space in flow-tables. In order to overcome
these problems, some efforts have already been taken.

FortNox is a new security policy enforcement kernel as an
extension to the open source NOX OpenFlow controller, which
mediates all Open-Flow rule insertion requests [92]. FortNOX
implements role-based authentication for determining the secu-
rity authorization of each OF application (rule producer), and
enforces the principle of least privilege to ensure the integrity
of the mediation process.

The use of oligarchic trust models with multiple trust-
anchor certification authorities (e.g., one per sub-domain or
per controller instance) is a possibility [34]. Moreover, se-
curing communications with threshold cryptography across
controller replicas (where the switch will need at least n
shares to get a valid controller message) may be helpful.
Additionally, the use of dynamic, automated and assured de-
vice association mechanisms may be considered, in order
to guarantee trust between the control plane and data plane
devices [34].

The authors of [95] propose a novel secure control chan-
nel architecture based on Host Identity Protocol (HIP). IPsec
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tunneling and security gateways are widely used in today’s
mobile networks. The proposed architecture utilizes these tech-
nologies to protect the control channel of Software-Defined
Mobile Networks (SDMNs). The proposed architecture is im-
plemented in a test bed and the security features are analyzed.
Moreover, the performance penalty of security of proposed
architecture is measured and its ability to protect the control
channel from various IP based attacks is analyzed.

The use of intrusion detection systems with support for
runtime root-cause analysis could help identify abnormal flows
[34]. This could be coupled with mechanisms for dynamic
control of switch behavior (e.g., rate bounds for control plane
requests).

The authors of [99] propose rate limiting, event filtering,
packet dropping and timeout adjustment to defeat DDoS at-
tacks. Rate limiting on the control channel and/or the data
interface can allow the controller and/or the switch respec-
tively to remain responsive during a DDoS attack, although
it cannot protect other users from negative effects. Enforce-
ment of access control lists in the form of flow rules on the
table of the OpenFlow switch is also a feasible and low-cost
approach.

A lightweight and fast DDoS detection mechanism is pro-
posed in [91] based on entropy, to protect the controller
by taking into account the abilities of the controller. Its
broad view of the whole network is used for adding en-
tropy statistics collection. And the author implements the
proposed mechanism using Mininet and POX controller. Due
to the limited resources of the controller, an early detection
could be finished within the first few hundred packets of the
attack.

A platform called Onix is presented in [96], in which a net-
work control plane can be implemented as a distributed system.
Onix provides a general API for control plane implementations,
while allowing them to make their own trade-offs among con-
sistency, durability, and scalability [96]. The authors of [97]
present a a fault tolerant controller structure named MCSSDN
to provide better security to the structure of SDN network, in
which each device is managed by multiple controllers rather
than a single one as in a traditional manner with Byzantine
Fault-Tolerance (BFT) algorithm. It can resist Byzantine at-
tacks on controllers and the communication links between
controllers and SDN switches [97]. Although DDoS attacks can
be mitigated by the use of multiple controllers, without careful
rule design controllers still can be exposed to denial of service
attacks.

AVANT-GUARD [98] is a new framework to advance the
security and resilience of OpenFlow networks with greater
involvement from the data-plane layer. The goal of AVANT-
GUARD is to make SDN security applications more scal-
able and responsive to dynamic network threats. It address
two security challenges for SDN-enabled networks. The first
goal is to secure the interface between the control plane
and the data plane and shield it from knowledgeable adver-
saries. To achieve this, AVANT-GUARD proposes a connec-
tion migration technique on the data plane to protect the
control plane from the saturation attacks [100]. The second
goal is to improve responsiveness so that security applica-

tions can efficiently access network statistics to response to
threats. AVANT-GUARD addresses this by creating actuating
triggers that can be inserted by the control plane to regis-
ter asynchronous call back and by adding conditional flow
rules that are activated when a predefined trigger condition is
detected.

VI. OPEN PROBLEMS

There are many open research problems that are still not well
investigated and need to be addressed by future research efforts.
In this section, we discuss some of the most important open
research issues to mitigate DDoS attacks in cloud computing
environments by use of SDN.

A. How to Defeat Application-Level DDoS Attacks Using SDN

As we mentioned in Section II-A, application-level DDoS
flooding attacks are another important type of DDoS attacks.
They generally consume less bandwidth and are stealthier
in nature compared to volumetric attacks, since they are
very similar to benign traffic [35]. However, application-level
DDoS flooding attacks usually have the same impact to the
services since they target specific characteristics of applica-
tions, such as HTTP, DNS, or Session Initiation Protocol
(SIP) [35].

According to the research by Gartner, there will be noticeable
growth in the incidence of application-level DDoS attacks
[101]. Access to payload information is crucial for applica-
tion level DDoS attacks mitigation. Moreover, this information
needs to be obtained at considerably reduced latencies in order
to respond appropriately. But neither controller nor vSwitches
has L4–7 application awareness. SDN architectures, by design,
only provide the visibility and control required to implement
security at the lower layers of the network stack [102]. For
Example, in its current version, OpenFlow handles mostly layer
2/3 network traffic information, and the entire packet may be
sent to the controller only in some special cases (because of
no available buffers in the switch or the first packet of a given
unknown flow) [9]. Thus, applications that need to have access
and to manipulate data packet payload cannot benefit from the
current OpenFlow implementation as both deep packet inspec-
tion and aggressive polling of the data plane can rapidly cause
degradation of the latter’s performance [9].

The challenge in applying SDN to Layer 4–7 networking is
that this represents a diverse set of highly specialized appli-
cations that are difficult to consolidate and centralize. What’s
more, specialized hardware is often required to deliver high
performance Layer 4–7 services [103].

SDN has the potential to significantly impact traditional
Layer 4–7 appliances by offering more flexible, easy-to-manage
and less expensive software-based functionality. The current
leaders in Layer 4–7 will need to enhance their product of-
ferings with SDN technologies to continue to be successful in
this market [103]. L4–7 DPI and metadata engine can provide
controller and its applications with App IDs and metadata to
make smarter decisions [104].
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Majoreffortsneed tobespent in thisarea inorder toproposeso-
lutions with good trade-offs between performance and security.

B. How to Defeat Mobile DDoS Attacks Using SDN

Prolexic Technologies reported that mobile applications are
being used in DDoS attacks against enterprise customers [105].
The prevalence of mobile devices and the widespread avail-
ability of downloadable apps can be used for DDoS. So a
considerable increase can be predicted in the use of these attack
tools. Because mobile networks use super proxies, the method
that simply uses a hardware appliance to block source IP ad-
dresses may not be effective, since it will also block legitimate
traffic. Effective attack mitigation requires an additional level
of fingerprinting and human expertise [106]–[109], so specific
blocking signatures should be developed on-the-fly and applied
in real-time.

Although some efforts have been done to extend SDN capa-
bility to mobile devices to provide true end-to-end SDN solu-
tions for many network problems (e.g., QoS, virtualization, and
fault diagnosis), more research needs to be done to defeat mo-
bile DDoS attacks using SDN [110].

C. How to Implement Multiple Locations Defensive

Multiple locations defensive is comprised of multiple de-
fense nodes deployed at various locations such as source, desti-
nation or networks [35]. For instance, detection can be done at
the victim side and the response can be initiated and distributed
to other nodes by the victim. Many multiple locations defensive
methods have been presented in traditional networks. So we
believe that, with widely deployment of SDN, there are a lot of
research opportunities in designing multiple locations defensive
methods using SDN to defeat DDoS attacks.

D. How to Use Cross-Layer Traffic Analysis

Cross-Layer traffic analysis is looking at the information at
multiple protocol layers simultaneously to detect and respond to
the DDoS attacks. Current SDN architectures focus on L2–L4.
There is a need to extend traffic intelligence to L4–L7. Recently,
the market and the ONF have begun to expand the dialogue
around SDN, from defining and implementing the building
blocks for L2–L3 networking and overlay networking to in-
clude the additional capabilities that exist beyond layer 4 [111].

E. How to Cooperate Among the Key Defensive Points

Since attackers cooperate to perform successful attacks, de-
fenders must also form alliances and collaborate with each
other to defeat DDoS attacks [35]. Cooperation among the key
defensive points can be greatly beneficial to attacks prevention,
detection, and response. The feature of global view and dy-
namic updating of forwarding rules of SDN will greatly reduce
the cost of cooperation. A cooperative defense mechanism is an
effective way to combat DDoS attacks. Although many coop-
erative defense mechanisms have been proposed in traditional
networks, this topic has not been well researched in SDN.

F. How to Build a DDoS Attacks Tolerant System Using SDN

The experience in DDoS attack mitigation indicates that it
is difficult to completely prevent DDoS attacks, and it is often
impossible to accurately detect the act of DDoS attacks and
stop them early enough [112]. Therefore, it is desirable to
build a DDoS attacks tolerant system, which is designed by
fault-tolerant design approach and can operate correctly despite
attacks existence. For instance, a DDoS attacks tolerant system
may provide services meeting service-level agreement (SLA)
even under an attack by triggering automatic mechanisms to re-
gain and recover the compromised services and resources. Other
descriptions used for similar themed research include Sur-
vivability, Resilience, Trustworthy Systems, Byzantine Fault
Tolerance, and Autonomic Self-Healing Systems.

A DDoS attacks tolerant system often has some essential prop-
erties such as redundancy, diversity and independence [113].

• Redundancy: Alternative systems and components are in-
cluded, so that any one can perform the required function
if the others fail.

• Diversity: Different components can be used based on
different designs and principles, from different vendors.

• Independence: Independence is achieved by electrical
isolation, physical separation and independence of com-
munications between systems.

Although some efforts on building a DDoS attacks tolerant
system have been done [114], [115], how to use SDN charac-
teristics to realize the tolerant system is a new direction that
needs to be addressed by future research efforts.

VII. BROADER PERSPECTIVES

Since SDN is just one of the promising technologies in next-
generation networks, many other technologies may affect the
development of SDN. Meanwhile, SDN may have impacts on
them as well. With a broader horizon, we also identify some
research opportunities in other related areas.

A. Big Data Analytics

Big data is information assets whose complexity hinders
them from being managed, queried and analyzed through
traditional data storage architectures, algorithms, and query
mechanisms [116]. The complexity of big data is defined
through 3 V’s:

• Volume referring to terabytes, petabytes, or even exabytes
(10006 bytes) of stored information.

• Variety referring to the co-existence of unstructured,
semi-structured and structured data.

• Velocity referring to the rapid pace at which big data is
being generated.

As DDos attackers take advantage of botnets and other high-
speed Internet access technologies, the size of DDoS attacks
has grown dramatically. For example, the size is as high as
300 Gbps in 2013 DDoS attack to Spamhaus. Therefore,
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traditional data analysis methods have many difficulties in
defeating DDos attacks.

The application of big data analytics to mitigate DDoS
attacks problems becomes more and more attractive be-
cause its ability to comprehensively analyze large volumes
of disparate and complex data, such as threats, risks and
incidents [116]–[118]. Kamaldeep Singh et al. build open
source tools, such as Hadoop, Hive and Mahout, to de-
tect Peer-to-Peer Botnet attacks using machine learning
approach [118].

But the current IT infrastructures have innate shortcomings
when it comes to big data [119]. SDN gives good chances to
satisfy the requirements of big data anylytics such as automa-
tion and scalability.

B. Network Function Virtualization

Network function virtualization has become very popular
in both wired networks and wireless networks. With network
virtualization, multiple Virtual Networks (VNs) operated by
different Service Providers (SPs) can dynamically share the
physical substrate networks operated by Infrastructure Provid-
ers (InPs) [120], [121]. So network virtualization gives each
‘tenant’ in a data center its own network topology and control
over its traffic flow [122]. By allowing multiple heterogeneous
network architectures to cohabit on a shared physical sub-
strate, network virtualization provides flexibility, promotes di-
versity, and promises security and increased manageability
[120], [123].

SDN is an appealing platform for network virtualization
because each tenant’s control logic can run on a controller
rather than on physical switches [122]. In a virtualized network,
DDoS attacks can be launched by one virtual network to attack
other virtual networks or the substrate that controls the different
virtual networks [124].

In network virtualization, a widely used assumption is that
different parties are always trusted [121]. However, this as-
sumption may not be valid, since there are a large number of in-
telligent devices/nodes with self adaptation/context awareness
capabilities in network virtualization [121]. A compromised
party can take advantage of the virtualization mechanisms to
launch DDoS attacks.

Research on DDoS attacks in virtualized networks that use
SDN can be a promising research direction.

C. Information-Centric Networking

Information-Centric Networking (ICN) is a novel architec-
ture that has been proposed as a solution for increasing the effi-
ciency of content delivery and content availability [125]–[128].
Current Internet is information-driven, yet networking tech-
nology is still focused on the idea of location-based address-
ing and host-to-host communications [18]. ICN provides a
location-independent network architecture in which the content
is named. A number of research projects have studied ICN
approaches, such as Named Data Networking (NDN) [129],
PURSUIT [130].

The separation principle between information processing and
forwarding in ICN is aligned with the decoupling of the data
plane and control plane in SDN [18]. OpenFlow is expected to
become the intermediary for migration from the current Internet
to ICN. An architecture and implementation of an OpenFlow-
based ICN are presented in [125].

Interest flooding and content/cache poisoning are two new
types of Named Data Networking (NDN)-specific DDoS at-
tacks. NDN is a new network architecture based on named
content. By naming data instead of its locations, NDN trans-
forms data into a first-class entity and makes itself an attractive
and viable approach to meet the needs for many current and
emerging applications [131]. NDN routers include the follow-
ing components [131]:

• Content Store (CS), used for content caching and
retrieval;

• Forwarding Interest Base (FIB), which contains a table
of name prefixes and corresponding outgoing interfaces;

• Pending Interest Table (PIT), a table containing currently
unsatisfied interests and corresponding incoming inter-
faces;

Interest flooding is a kind of DDoS attack aiming at the PIT
state in NDN routers. In this attack, the adversary uses a large
set of zombies to generate a large number of closely spaced
interest packets, aiming to overflow PIT’s in routers, preventing
them from handling legitimate interests, and/or to swamp the
specific content producer(s). Content/cache poisoning’s goal is
to cause routers to forward and cache corrupted or fake content,
consequently preventing consumers from retrieving legitimate
content [131].

Research on DDoS attacks in SDN-based ICN can be an
interesting research direction.

VIII. CONCLUSION

In this paper, we first discussed the reasons why DDoS
attacks are growing in cloud computing environments. Then
we summarized the difficulty in defeating DDoS attacks in
cloud computing environments. In addition, we presented some
good features of SDN-based cloud in defeating DDoS attacks
and discussed some challenges of SDN-based cloud. Since
SDN-based cloud is still in its concept phase, we provided a
comprehensive survey on some of the works that have already
been done to defend DDoS attacks using SDN. We categorized
the existing methods in three different class and presented a
thorough comparison. Since SDN may be a victim of DDoS
attacks, we reviewed the studies about how to launch DoS
attacks on SDN and how to deal with this problem. We also
discussed some significant open problems, including how to de-
feat application-level DDoS attacks using SDN, how to defeat
mobile DDoS attacks using SDN, how to implement multiple
locations defensive, how to use cross-layer traffic analysis,
how to cooperate among the key defensive points, and how to
build a DDoS attacks tolerant system using SDN. Finally, we
explored some broader perspectives, such as big data analytics,
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network virtualization and ICN to identify more research op-
portunities.

In summary, SDN brings a fascinating dilemma: a promising
tool to defeat DDoS attacks in cloud computing environments,
versus a vulnerable target to DDoS attacks. It is in favor of the
community to study how to make full use of SDN’s advan-
tages to defeat DDoS attacks and how to prevent SDN itself
becoming a victim of DDoS attacks in cloud computing en-
vironments. This paper attempts to briefly explore the current
technologies related to SDN and DDoS attacks, and we discuss
future research that may be beneficial in these issues.
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