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Abstract—Collaborative ranking with implicit feedback such as users’ clicks is an important recommendation problem in various real-world applications. Most existing approaches are developed based on some pointwise or pairwise preference assumptions, although the listwise assumption is widely accepted as a better alternative due to its consistency with the final delivery result. In this paper, we first identify two fundamental limitations of the most current collaborative listwise approaches, in which their modeling is based on the Plackett-Luce probability. They are too strict and too weak relative preference comparison between the items with the same feedback and between the items with different feedback, respectively. As a response, we propose a novel and improved listwise approach called SQL-Rank++, which is able to learn the user preferences more accurately by leveraging some specifically constructed auxiliary lists, including some positive lists and some negative lists. Specifically, the positive lists have as much semantic consistency as the original list as possible, while the negative lists are the opposite. To construct these auxiliary lists, we design a self-based sampling strategy and a user similarity-based one. Finally, we have four variants of our SQL-Rank++ with different combinations of the auxiliary lists. We then conduct extensive experiments on four public datasets, and find that our SQL-Rank++ achieves very promising performance in comparison with several pointwise, pairwise and listwise approaches. We also study the influence of the two sampling strategies and the key components in our SQL-Rank++.
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I. INTRODUCTION

Recommender systems usually use a user’s historical feedback data to analyze the user’s preference, where the data types include explicit feedback and implicit feedback [1], [2]. Explicit feedback can intuitively show how much a user likes an item, but it is difficult to be collected in many application scenarios, such as user ratings for movies or music. On the contrary, implicit feedback usually refers to a user’s interaction with an item, and can be easily collected in actual applications, such as a user’s click and purchase on an item. Therefore, how to effectively improve the recommendation performance based on implicit feedback is an important research topic that has received more and more attention.

Most recommendation approaches based on implicit feedback are designed by adopting a pointwise or pairwise preference assumption. A pointwise approach only considers a user’s feedback label on a specific item to model the user’s preference [3]–[7], and a pairwise approach introduces negative sampling to further model the comparison relationship between samples [2], [8]. However, a preference assumption that is more consistent with the goal of a real-world recommender system is listwise, that is, to accurately model a user’s preference distribution in a displayed item recommendation list. Compared with the other two forms, there are very few works focusing on modeling the users’ implicit feedback from a listwise perspective.

Previous works in this line can be categorized into two classes, including the approaches based on the Plackett-Luce probability and the approaches optimizing a certain ranking metric. The former mainly constructs an item list (usually putting the observed feedback in the first half of the list and the unobserved feedback in the second half) for a user and uses the Plackett-Luce probability to calculate the sorting relationship between the items in the list, and then obtains the matching degree of this list with the user [9]–[12]. The latter usually optimizes a desired ranking metric directly by deriving a smoothed form of the ranking metric [13]–[16]. Since the approaches based on the Plackett-Luce probability have better interpretability and scalability, we focus on improving the performance of these approaches in this paper.

We first identify the approaches based on the Plackett-Luce probability generally have the following two limitations: 1) The constraints on the items with the same feedback in the list are often too strict. These approaches often construct an item list and assume that it obeys a descending preference sorting. Because of this, the items with the same feedback are also modeled by the strict sorting relationship, so any unreasonable position pairs between them will seriously damage the performance of the approach. 2) The constraints between the items with different feedback are usually too weak. The goal of these listwise approaches is to ensure that the overall ranking of the item list is correct, which means that the gap between the observed feedback and the unobserved feedback may be too small, especially the latter part of the observed feedback and the front part of the unobserved feedback.

To solve the above two limitations, by introducing some special auxiliary lists and combining them with the original list for joint learning, we propose a novel listwise approach called SQL-Rank++. Specifically, our approach uses a state-
of-the-art and representative listwise approach as the skeleton, i.e., SQL-Rank [12], which is based on the Plackett-Luce probability. The introduced auxiliary lists in our SQL-Rank++ are then divided into two types, including some positive lists and some negative lists. The positive lists and the original list maintain the semantic consistency as much as possible, while the negative lists are the opposite.

We propose a self-based sampling strategy and a user similarity-based one to construct some auxiliary lists. The self-based sampling strategy shuffles the observed and unobserved parts of the original list to construct some positive lists, and only samples from the set of unobserved items to obtain some negative lists. Based on collaborative ranking, the user similarity-based sampling strategy defines the neighbors and dissimilar users for each user, and then use the original lists of the neighboring and dissimilar users as the positive lists and the negative lists, respectively.

There are some works that use the pairwise loss as an auxiliary loss function to capture the hidden implicit information [17], [18]. And some works focus on the sampling strategy and the partitioned preference problem of listwise learning to rank [19], [20]. However, our work is fundamentally different from the above works. For the former, we emphasize the distinction between the observed and unobserved parts of the lists, which is different from the traditional pairwise methods and is also more complicated. We show its impact of our SQL-Rank++ in Section V-B3. For the latter, these works mainly focus on reducing the time complexity of the listwise approach, while we focus on improving the effectiveness of the model through the comparison of various feedback and better sampling strategies. At the same time, our SQL-Rank++ has near-linear time complexity and we show the related analysis in Section V-B2.

According to the different combinations of the auxiliary lists, we have four variants, i.e., SQL-Rank++(P), SQL-Rank++(N), SQL-Rank++(P vs. N) and SQL-Rank++(P+N). Finally, extensive empirical studies on four public real-world datasets show that our SQL-Rank++ performs better than several state-of-the-art approaches. We also compare the performance between different variants of our SQL-Rank++, and discuss the influence of different sampling strategies. To fully study the effectiveness of our approach, we conduct quantitative study to discuss the impact of the number of auxiliary lists, and ablation study to show the effect of the key components.

II. RELATED WORK

In this paper we focus on proposing a novel approach to solve the possible limitations of the listwise approaches in the context of implicit feedback. Hence, in this section, we briefly introduce the previous recommendation approaches based on implicit feedback, including pointwise, pairwise and listwise approaches.

Pointwise approaches usually treat implicit feedback as a binary preference assumption, in which an observed feedback is taken as a positive sample, and a user’s preference to an unobserved feedback is unknown. Pan et al. introduce a weight to measure the confidence of taking an unobserved feedback as a negative sample to solve this problem [3]. Johnson et al. propose logical matrix factorization to accurately model the likelihood that a user will prefer a specific item [4]. Some researchers focus on the weighting strategy of matrix factorization, e.g., He et al. weight the unobserved items non-uniformly and propose a fast learning approach to reduce the time complexity [21]. Chen et al. use a parameterized neural network to generate more adaptive confidence weights for weighted matrix factorization and develop a new batch-based learning algorithm to support fast and stable learning [22]. In addition, there are some works to further model the user preferences by considering different influencing factors, such as the exposure process of items [5], the similarity between items [6], [23], and the diversity of the user preferences [7].

Instead of modeling a user’s preference to one single certain item, pairwise approaches aim to model the difference between the preference of a user to an observed item and that to an unobserved one. One of the most representative approaches is Bayesian personalized ranking (BPR) [2]. It assumes that a user’s preference to an observed item is larger than that to an unobserved one, and directly optimizes the user’s preference difference. Furthermore, a series of works improve the performance of BPR by considering the different combinations between a single item and an item set, such as an observed item vs. a set of sampled unobserved items [24], a set of sampled observed items vs. a set of sampled unobserved items [25], [26]. In addition, with the popularity of deep learning, most recent recommendation approaches adopt the idea of pairwise preference assumption in the loss function to learn more accurate user preferences [27].

The listwise approaches have received relatively little attention. We present most of the research works in this line in Table I. The approaches optimizing a certain ranking metric such as the normalized discounted cumulative gain [13], the mean reciprocal rank [14]–[16] and the mean average precision [15] usually derive a smooth form of the desired metric, and then directly optimize it. The approaches based on the Plackett-Luce probability first describe the sorting relationship between the observed feedback and the unobserved feedback in a list, and then optimize the Plackett-Luce probability of the list for a user [9]–[12]. A recent representative approach is SQL-Rank [12], which weakens the influence of sorting noise between the observed items by shuffling the observed items and re-sampling the unobserved items in each iteration (called stochastic queuing process). In this paper, we aim to further address the possible limitations of the approaches based on the Plackett-Luce probability.

Although there are many new recommendation frameworks such as graph convolution networks [28], [29] and variational autoencoders [30], [31], we still follow most previous listwise approaches and use the factorization framework for direct comparison. In particular, we use SQL-Rank as the skeleton of the proposed approach.
III. PRELIMINARIES

In this section, we present the notations and the definition of the studied problem. Taking the state-of-the-art listwise approach SQL-Rank as an example, we introduce the limitations of the listwise approach based on the Plackett-Luce probability in modeling implicit feedback.

A. Notations and Problem Definition

We use $\mathcal{U}$ and $\mathcal{I}$ to denote the sets of users and items, where $n = |\mathcal{U}|$ and $m = |\mathcal{I}|$ are the numbers of users and items, respectively. The set of items preferred by user $u$ is $\mathcal{I}_u$. We have a set $\mathcal{R} = \{(u, i)\}$, which contains the observed implicit feedback from users and items. Our goal is to generate a personalized ranking list of items to each user by learning the user’s preference from $\mathcal{R}$. For most listwise approaches, they usually construct a ranking list $\Pi_u$ of all the observed items and some unobserved items sampled from $\mathcal{I} \setminus \mathcal{I}_u$ for user $u$ and then optimize the sorting relationship in this list. These listwise approaches often assume that the items ranked at higher positions in the list are more preferred by the user. Some notations and their explanations used in the paper are shown in Table II.

B. The Plackett-Luce Probability-based Approach: SQL-Rank

A Plackett-Luce probability-based approach uses the permutation probability of $\Pi_u$ as the optimization goal [32], which is defined as follows:

$$P(\Pi_u) \overset{\text{def}}{=} \prod_{j=1}^{L_u} \frac{\phi(S_{u\Pi_{uj}j})}{\sum_{h=j}^{L_u} \phi(S_{u\Pi_{uh}h})} \quad (1)$$

where $\Pi_{uj}$ denotes the $j$-th item in $\Pi_u$ ($1 \leq j \leq L_u$). A user’s score on item $\Pi_{uj}$ is represented by $S_{u\Pi_{uj}j}$. Notice that $L_u$ is the number of items in $\Pi_u$. And $\phi(\cdot)$ is an increasing and strictly positive function. The intuition of this probability is that the higher the scores on the top-ranked items, the greater the probability values.

SQL-Rank [12] introduces this permutation probability into collaborative ranking by letting $S_{u\Pi_{uj}j} = \sigma(\hat{r}_{u\Pi_{uj}j})$ and $\phi(\cdot) = \exp(\cdot)$, where $\hat{r}_{u\Pi_{uj}j} = U_u \cdot V_{\Pi_{uj}j}^T$ is the predicted preference of user $u$ to item $\Pi_{uj}$. Notice that $U_u \in \mathbb{R}^{1 \times d}$ and $V_{\Pi_{uj}j} \in \mathbb{R}^{1 \times d}$ are the latent feature vectors of user $u$ and item $\Pi_{uj}$, respectively [12]. $\sigma(x) = 1/(1+e^{-x})$ is the sigmoid function.

The loss function of SQL-Rank is then as follows after the log transformation:

$$L_{sql} = \sum_{j=1}^{L_u} - \ln \frac{\exp(\sigma(\hat{r}_{u\Pi_{uj}j}))}{\sum_{h=j}^{L_u} \exp(\sigma(\hat{r}_{u\Pi_{uh}h}))} \quad (2)$$

SQL-Rank also proposes a stochastic queuing process, which shuffles the observed items and re-samples the unobserved items in $\Pi_u$ in each training iteration. This process helps deal with the sorting noise between the observed items, and the neglect of the unobserved items [12].

However, for collaborative ranking with implicit feedback, the listwise approaches based on the Plackett-Luce probability still have two limitations:

**Limitation 1.** The preference comparison between the items with the same feedback in the list is often too strict. From implicit feedback, we only know which interaction has been observed and which has not, then the preference comparison relationship for the items with the same feedback is unknown. These approaches simply assume that a user’s preference to a certain item is greater than that to all the items behind it. This assumption usually leads to the incorrect comparison between the items with the same feedback. Even though SQL-Rank uses a stochastic queueing process to alleviate the comparison between the observed items, it does not take into account that the unobserved items have the same problem.

**Limitation 2.** The preference comparison between the items with different feedback are usually too weak. These approaches maintain the overall ranking of an item list. In this list, the observed items are placed in the first half and the unobserved items sampled from $\mathcal{I} \setminus \mathcal{I}_u$ are placed in the second half. This may cause the preference gap between the observed items and the unobserved items to be too small. For example, the items at the back of the observed part and the items at the front of the unobserved part are always treated the same way.

### Table I

<table>
<thead>
<tr>
<th>Categorization</th>
<th>Typical work</th>
<th>Year</th>
<th>Feedback</th>
<th>Top-N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approaches based on the Plackett-Luce probability</td>
<td>CoFiRank [13]</td>
<td>2014</td>
<td>Explicit</td>
<td>K</td>
</tr>
<tr>
<td></td>
<td>listPMF [10]</td>
<td>2014</td>
<td>Explicit</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>CLMF [14]</td>
<td>2012</td>
<td>Implicit</td>
<td>K</td>
</tr>
<tr>
<td></td>
<td>LRVAE [16]</td>
<td>2020</td>
<td>Implicit</td>
<td>K</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{U}$</td>
<td>set of users</td>
</tr>
<tr>
<td>$\mathcal{I}$</td>
<td>set of items</td>
</tr>
<tr>
<td>$n =</td>
<td>\mathcal{U}</td>
</tr>
<tr>
<td>$m =</td>
<td>\mathcal{I}</td>
</tr>
<tr>
<td>$\mathcal{R} = {(u, i)}$</td>
<td>set of all observed (user, item) pairs in training data</td>
</tr>
<tr>
<td>$\mathcal{R}^{te} = {(u, i)}$</td>
<td>set of all observed (user, item) pairs in test data</td>
</tr>
<tr>
<td>$L_u$</td>
<td>number of items in the item ranking list of user $u$</td>
</tr>
<tr>
<td>$\Pi_{uj}$</td>
<td>item ranking list of user $u$</td>
</tr>
<tr>
<td>$\Pi_{uj}^1$</td>
<td>item ID of index $j$ in $\Pi_{uj}$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>a set of positive lists of user $u$</td>
</tr>
<tr>
<td>$\mathcal{P}_u$</td>
<td>a set of negative lists of user $u$</td>
</tr>
<tr>
<td>$\mathcal{P}^g_u$</td>
<td>$g$-th list in $\mathcal{P}_u$</td>
</tr>
<tr>
<td>$N^g_u$</td>
<td>$g$-th list in $\mathcal{P}_u$</td>
</tr>
<tr>
<td>$s_p =</td>
<td>\mathcal{P}_u</td>
</tr>
<tr>
<td>$s_n =</td>
<td>\mathcal{N}_u</td>
</tr>
<tr>
<td>$d \in \mathbb{R}$</td>
<td>number of latent dimensions</td>
</tr>
<tr>
<td>$U_u \in \mathbb{R}^{1 \times d}$</td>
<td>user-specific latent feature vector</td>
</tr>
<tr>
<td>$V_{\Pi_{uj}j} \in \mathbb{R}^{1 \times d}$</td>
<td>item-specific latent feature vector</td>
</tr>
<tr>
<td>$r_{uj}$</td>
<td>predicted preference of user $u$ to item $j$</td>
</tr>
<tr>
<td>$T$</td>
<td>iteration number</td>
</tr>
</tbody>
</table>
similarly. According to collaborative ranking with implicit feedback, the preference comparison between the observed items and the unobserved items is important, which means that weakening this relationship is likely to bring incorrect training guidance. SQL-Rank alleviates this limitation by re-sampling the unobserved items when constructing the new item list in each iteration. However, the new item list still suffers from this limitation, and the model may not learn enough useful information when the unobserved part of the item list changes constantly.

In order to solve these two limitations in the listwise approaches based on the Plackett-Luce probability, we propose an improved approach called SQL-Rank++, which contains four variants, i.e., SQL-Rank++(P), SQL-Rank++(N), SQL-Rank++(P vs. N) and SQL-Rank++(P + N). We also propose two sampling strategies for efficient training. In the following section, we will introduce our SQL-Rank++ and the sampling strategies, and analyze how they solve these two limitations.

IV. THE PROPOSED APPROACH

To learn more accurate user preferences and solve the two limitations mentioned above, we introduce some special auxiliary preference lists and then propose a novel listwise approach called SQL-Rank++. The overall optimization problem is as follows:

$$\min_{\theta} \sum_{u=1}^{n} (L_{sql} + L_{aux}) + R_\theta$$

where $L_{sql}$ represents the loss function of SQL-Rank [12], and $L_{aux}$ denotes the loss function contributed by the auxiliary lists. For SQL-Rank++(P), SQL-Rank++(N), SQL-Rank++(P vs. N) and SQL-Rank++(P + N), $L_{aux}$ can be formalized as $L_p$, $L_{N}$, $L_{P+\alpha}$, and $L_{P+N}$, respectively. Notice that $R_\theta = \frac{\alpha_u}{2} \|U_u\|_F^2 + \frac{\alpha_v}{2} \|V_j\|_F^2$ is an $L_2$ regularization term used to avoid the overfitting, where $\alpha_u$ and $\alpha_v$ are the hyperparameters.

For each user $u$, we sample some lists with similar preference as $\Pi_u$ to form a positive preference set $\mathcal{P}_u$, and some lists with different preference from $\Pi_u$ to form a negative preference set $\mathcal{N}_u$. Each auxiliary list consists of two parts: the first part corresponds to the observed part of the original list, and the second part corresponds to the unobserved part. These two parts use different sampling processes, which will be introduced in Section IV-A. In Section IV-B, we will describe the four variants of our SQL-Rank++. We illustrate our SQL-Rank++ in Figure 1 and describe the complete algorithm in Section IV-C.

A. Sampling Strategies for Auxiliary Lists

In this section, we present two sampling strategies used in our SQL-Rank++ to construct the set of auxiliary lists, including a self-based strategy and a user similarity-based strategy. The former samples from the original list and the unobserved item set, and the latter samples from the neighbors’ and the dissimilar users’ lists. Each strategy has different sampling processes for the positive list set $\mathcal{P}_u$ and the negative list set $\mathcal{N}_u$. We illustrate these two sampling strategies in Figure 2.

1) Self-based sampling strategy: In this strategy, we sample the positive list set $\mathcal{P}_u$ from the user’s original list $\Pi_u$, and the negative list set $\mathcal{N}_u$ from the unobserved item set $\mathcal{I}_u$ of user $u$.

Specifically, for each positive list, we shuffle the observed and unobserved parts of the original list $\Pi_u$, and combine them to form a positive list. Performing this operation for $s_p$ times, we can get the positive list set $\mathcal{P}_u$ of size $s_p$. For each negative list, we randomly sample $s_n$ items from the unobserved item set $\mathcal{I}_u$ of user $u$ to construct a negative list. Performing this operation for $s_n$ times, we can get the negative list set $\mathcal{N}_u$ of size $s_n$.

The intuition of this sampling strategy is that a user’s preference to the items with the same feedback may be similar, and the user’s preference to the observed items may be larger than that to the unobserved ones.

2) User similarity-based sampling strategy: In this strategy, we first define an indicator for distinguishing the neighbors and the dissimilar users, and then randomly sample a set of neighbors or dissimilar users for user $u$. We construct the positive list set $\mathcal{P}_u$ and the negative list set $\mathcal{N}_u$ according to the original lists of these neighbors or dissimilar users. We use $\{c_{uw} = |\mathcal{I}_u \cap \mathcal{I}_w|/|\mathcal{I}_u \cup \mathcal{I}_w| \mid w = 1, 2, \ldots, n, w \neq u\}$ to denote the similarity between user $u$ and the other users. We sort this set in descending order and then select the highest $H$ users as the neighbors of user $u$, while other users as the dissimilar users. Following [33], we set $H = 50$ in the experiments.

For each positive list, we first randomly sample a neighbor $w$ from the neighbor set of user $u$. Then we randomly sample $|\mathcal{I}_u|$ items from the observed part of user $u$’s original list $\Pi_w$ to form the observed part of the positive list, and $L_u - |\mathcal{I}_u|$ items from the unobserved part of $\Pi_w$ to form the unobserved part. For each negative list, we first randomly sample a dissimilar user from the dissimilar user set of user $u$ and perform the same operation as above. Notice that the size of the two parts in the auxiliary list should be the same as that in the original list. Therefore, when the length of the sampled list is not enough, repeated sampling is needed.

The intuition of this sampling strategy is that a user’s preference may be similar to the preference of their neighbors, rather than the users who are dissimilar.

B. Four Variants of SQL-Rank++

Since a positive auxiliary list maintains the semantic consistency with the original list, we expect the model to make the original list and the positive auxiliary list be close as much as possible. For the negative auxiliary list and the original list, we expect the model to reduce the similarity between them due to the semantic inconsistency.

Because the preference comparison relationship for the unobserved items is unknown, it is unable to define a clear relative relationship between the unobserved part of the original list and this part of any auxiliary list. Therefore, we treat
Observed part. Let \( P \) set composed of these two parts: \( L \) each list separately. The loss function of SQL-Rank++(P) is described, we treat the observed and unobserved parts of between the items with the same feedback. As previously described, we treat the observed and unobserved parts of each list separately. The loss function of SQL-Rank++(P) is composed of these two parts: \( L_P = L_P(ob) + L_P(un) \).

Unobserved part. Since the relative relationship between the original list and a positive auxiliary list on the unobserved part is not as intuitive as that on the observed part, in order to avoid introducing unnecessary noise in the modeling process, we treat the unobserved part of these two equally, i.e., constrain a user’s preference on the unobserved part to be also close. The objective function is as follows:

\[
L_P(un) = \frac{1}{L_u - |I_u|} \sum_{j=|I_u|+1}^{L_u} \frac{s_p}{g} \sum_{g=1}^{s_p} \ln(1 - \sigma(\hat{r}_{uj\Pi_u} - \hat{r}_{uj\Pi^{g}_{uj}}))
\]  

(5)

2) SQL-Rank++(N): In this variant, we use the auxiliary lists with different preference from \( \Pi_u \) in the negative preference set \( \Pi_u \) to solve the limitation of the too weak preference comparison between the observed items and the unobserved items. Same as SQL-Rank++(P), we have \( \mathcal{L}_N = \mathcal{L}_N(ob) + \mathcal{L}_N(un) \).

As mentioned before, the target of the unobserved part on all variants of our SQL-Rank++ is similar, the only difference of \( \mathcal{L}_N(un) \) and \( \mathcal{L}_P(un) \) is the set of auxiliary lists they use. Hence, we only describe the observed part of SQL-Rank++(N).

Fig. 1. Illustration of our SQL-Rank++. The approaches based on the Plackett-Luce probability, e.g., SQL-Rank (shown in the upper), have too strict constraints between the items with the same feedback (e.g., backpack vs. light blue book, and toothbrush vs. yellow book), and too weak constraints between the items with different feedback (e.g., grey shirt and light blue book vs. toothbrush and color shirt). We propose two sampling strategies to construct some positive auxiliary lists which have similar semantics with the original list and some negative auxiliary lists which are opposite (shown in the bottom left corner). We then have four variants of our SQL-Rank++ to jointly learn from the auxiliary lists and the original list to address these limitations (shown in the bottom half). Specifically, our SQL-Rank++ introduces more comparisons between the items with different feedback (shown in the bottom right corner).

Fig. 2. Illustration of the self-based sampling strategy (shown in the upper) and the user similarity-based sampling strategy (shown in the bottom).
Observed part. Let $\mathcal{N}_u^g$ denotes the $g$-th list in the negative preference set $\mathcal{N}_u$. We make a user’s preference to the $j$-th observed item in the original list $\Pi_u$ larger than that to its corresponding item in the negative list $\mathcal{N}_u^g$ to improve the preference comparison between the observed items and the unobserved items. Furthermore, such a comparison relationship can make better use of the important unobserved items in implicit feedback. The objective function of this strategy is:

$$\mathcal{L}_N(ob) = \frac{1}{|\Pi_u|} \sum_{j=1}^{s_n} \sum_{g=1}^{s_n} -\ln(\sigma(\hat{r}_{ul\Pi_u} - \hat{r}_{ul\mathcal{N}_u^g}))$$  \hspace{1cm} (6)

where $s_n$ is the size of $\mathcal{N}_u$. The difference between $\mathcal{L}_P(ob)$ and $\mathcal{L}_N(ob)$ is that $\mathcal{L}_P(ob)$ needs to make the user’s preference to the two corresponding items close to each other, while $\mathcal{L}_N(ob)$ needs to make the user’s preference to the observed item in the original list strictly greater than that to its corresponding item in the negative list.

3) SQL-Rank++ $(P$ vs. $N)$: When considering the combined use of the positive auxiliary lists and negative auxiliary lists, inspired by contrastive learning [27], [30], we propose a joint training form called SQL-Rank++($P$ vs. $N$). The loss function of SQL-Rank++ ($P$ vs. $N$) is $\mathcal{L}_{Pus, N} = \mathcal{L}_{Pus, N}(ob) + \mathcal{L}_{Pos, N}(un)$. For the same reason as that in Section IV-B2, we only describe $\mathcal{L}_{Pus, N}(ob)$.

Observed part. A contrastive learning approach usually increases the similarity between the original sample and the positive sample, and reduces the similarity between the original sample and the negative sample. Similar to the idea of contrastive learning, we propose a contrastive preference function $obj(r_1, r_2)$. Suppose we have two items $p$ and $q$ sampled from the observed part of the original list $\Pi_u$ and an auxiliary list $\mathcal{P}_u^g$ (or $\mathcal{N}_u^g$), respectively, the contrastive preference function of $(u, q, p)$ can be written as:

$$obj(\hat{r}_{up}, \hat{r}_{uq}) = \begin{cases} 1 - \sigma(|\hat{r}_{up} - \hat{r}_{uq}|), & \text{if } q \in \mathcal{P}_u^g \\ 1 - \sigma(|\hat{r}_{up} - \hat{r}_{uq}|), & \text{if } q \in \mathcal{N}_u^g \end{cases}$$  \hspace{1cm} (7)

If $q$ belongs to a positive auxiliary list $\mathcal{P}_u^g$, then the closer the preference of user $u$ to items $p$ and $q$, the greater the value of $obj(\hat{r}_{up}, \hat{r}_{uq})$. In the other case, if $q$ belongs to a negative auxiliary list $\mathcal{N}_u^g$, then the larger the preference of user $u$ to item $p$ than that to item $q$, the smaller the value of $obj(\hat{r}_{up}, \hat{r}_{uq})$. According to this contrastive preference function, we have the following loss function:

$$\mathcal{L}_{Pus, N}(ob) = \frac{1}{|\Pi_u|} \sum_{j=1}^{s_n} \frac{1}{s_p} \sum_{g=1}^{s_q} \phi(\mathcal{P}_u^g) + \frac{1}{s_n} \sum_{g=1}^{s_n} \phi(\mathcal{N}_u^g)$$  \hspace{1cm} (8)

where $\phi(\mathcal{P}_u^g) = \exp(obj(\hat{r}_{ul\Pi_u}, \hat{r}_{u\mathcal{P}_u^g}))$ and $\phi(\mathcal{N}_u^g) = \exp(obj(\hat{r}_{ul\Pi_u}, \hat{r}_{u\mathcal{N}_u^g}))$. Based on the descriptions in SQL-Rank++($P$) and SQL-Rank++($N$), optimizing Equation (8) can not only weaken the preference comparison between the observed items but also strengthen the preference comparison between the observed items and the unobserved items. Both Limitation 1 and Limitation 2 can thus be solved at the same time.

4) SQL-Rank++($P + N$): We can also directly add the loss functions of SQL-Rank++($P$) and SQL-Rank++($N$) together to achieve the goal of simultaneously solving Limitation 1 and Limitation 2. Then the objective function can be represented as follows:

$$\mathcal{L}_{P + N} = \mathcal{L}_P + \mathcal{L}_N$$  \hspace{1cm} (9)

C. Algorithm

We use the stochastic gradient descent (SGD) based algorithm to solve the optimization problem, and describe the complete algorithm of SQL-Rank++ in Algorithm 1.

Algorithm 1: The algorithm of SQL-Rank++.

Input: $R = \{(u, i)\}$.
Output: $U \in \mathbb{R}^{n \times d}$ and $V \in \mathbb{R}^{m \times d}$.
1: for $t = 1, 2, \ldots, T$ do
2: for $u = 1, 2, \ldots, n$ do
3: Generate a new original list $\Pi_u$ by stochastic queuing process [12].
4: Generate a new positive auxiliary list set $\mathcal{P}_u$ and a new negative auxiliary list set $\mathcal{N}_u$ by sampling.
5: end for
6: for $u = 1, 2, \ldots, n$ do
7: Update $U$ via the gradients of Equation (3) by stochastic gradient descent.
8: end for
9: for $u = 1, 2, \ldots, n$ do
10: Update $V$ via the gradients of Equation (3) by stochastic gradient descent.
11: end for
12: end for

V. EMPIRICAL EVALUATION

We conduct experiments to study the following three research questions (RQs). RQ1 Does our SQL-Rank++ achieve the state-of-the-art results? RQ2 How does the number of auxiliary lists affect the performance of our SQL-Rank++? RQ3 What is the impact of the observed and unobserved parts in our SQL-Rank++?

A. Experiment Setup

1) Datasets: We use four public datasets, i.e., MovieLens 1M1, Netflix2, Alibaba20153 and Tmall3, to study the effectiveness of our SQL-Rank++. MovieLens 1M and Netflix include 5-star digital ratings for movies provided by users from two different movie platforms. We follow [26] and keep ratings larger than 3 as the observed feedback. Alibaba2015 contains the records of users’ purchases and examinations to items on the e-commerce platform. We treat both purchase and examination records as the observed feedback. Tmall contains users’ visit labels to merchants on the e-commerce platform.

1http://www.grouplens.org/
2https://www.netflix.com/
3https://tianchi.aliyun.com/dataset/
including repeat and non-repeat buying. We treat the label of both repeat and non-repeat buying as the observed feedback.

For MovieLens 1M and Netflix, we randomly sample half of the observed feedback as the training data, and the rest as the test data. We then randomly sample one record for each user on average from the training data as the validation data [26]. For Alibaba2015 and Tmall, we randomly sample 60% observed feedback as the training data, 20% as the test data, and the rest 20% as the validation data [34]. We repeat the above procedure three times to get three copies of each dataset. All the experiment results are averaged on these three copies. We report the statistics of all the processed datasets in Table III.

| Dataset         | n   | m   | |R|  | |R|^2 | (|R|/tm) |
|-----------------|-----|-----|------|-----|------|--------|
| MovieLens 1M    | 6040| 3952| 287,641| 287,640| 1.21% |
| Netflix         | 5000| 5000| 77,936  | 77,936  | 0.31% |
| Alibaba2015     | 7475| 5257| 59,417  | 14,854  | 0.15% |
| Tmall           | 10000| 10000| 100,726 | 25,182  | 0.10% |

2) Evaluation Metrics: We use two ranking-oriented top-K evaluation metrics: precision and normalized discounted cumulative gain (NDCG), denoted by Prec@K and NDCG@K. Prec@K counts the proportion of items that are interacted by a user in a top-K recommendation list. NDCG@K pays attention to the positions of the items that a user interacts with in a recommendation list. Considering that a user usually only cares about the first few items in a recommendation list in an actual interactive environment, we set \( K = 5 \) in the experiments.

3) Baselines: We compare our SQL-Rank++ with seven state-of-the-art baselines modeling implicit feedback, including two pointwise approaches, three pairwise approaches, and two listwise approaches.

LogMF [4] is a pointwise approach that uses a logistic loss function to increase the predicted score of an observed (user, item) pair and reduce that of an unobserved (user, item) pair to learn the latent representation of users and items.

FISMrmse [6] is a pointwise approach, which uses the items observed by a user to represent the profile of the user and RMSE as the loss function.

FISMauc [6] is a pairwise variant of FISMrmse, using AUC as the loss function.

BPR [2] is a pairwise approach, which assumes that a user’s preference to an observed item should be larger than that to an unobserved item.

SetRank [24] defines the pairwise comparison relationship between an observed item and a set of sampled unobserved items.

SQL-Rank [12] is a listwise approach based on the Plackett-Luce probability. SQL-Rank learns a user’s preference by constructing a list with all the observed items and some sampled unobserved items, and maximizing the Plackett-Luce probability.

CLAPF-MRR [15] integrates the listwise loss based on the mean reciprocal rank and the pairwise ranking to combine the advantages of the two.

4) Implementation Details: We perform grid search according to the performance of NDCG@5 on the first copy of validation data for each dataset, to search the best values of the hyper-parameters in all approaches. For LogMF, BPR, FISMrmse, FISMauc and CLAPF-MRR, we search the regularization weights \((\alpha_u, \alpha_v)\) from \{0.1, 0.01, 0.001\}, and the learning rate \( \gamma \) from \{0.1, 0.01, 0.001\} [34]. We do not add a decay rate to the above approaches [15]. For SetRank, SQL-Rank and our SQL-Rank++, we search the regularization weights \((\alpha_u, \alpha_v)\) from \{0.2, 0.6, 1.0, 1.4, 1.8\}, and the learning rate \( \gamma \) from \{0.1, 0.2, 0.3, 0.4, 0.5\}. We fix the decay rate of the learning rate to 0.99 [24]. For CLAPF-MRR, we search the best value of the iteration number \( T \in \{1000, 2000, \ldots, 100000\} \) [15], and \( T \in \{10, 20, \ldots, 1000\} \) for the other approaches. For all approaches in the experiments, we fix the dimension \( d = 50 \).

B. Experimental Results

1) Performance Comparison (RQ1): We use S1 to represent the self-based sampling strategy, and S2 to represent the user similarity-based sampling strategy. The main experimental results on the four datasets are shown in Table IV, from which we can have the following observations.

The performance of our SQL-Rank++ with two sampling strategies and four variants (a total of eight forms) is greatly improved compared with the most closely related work SQL-Rank in all cases. This shows that our analysis of the two limitations (i.e., the preference comparison between the items with the same feedback in the list is often too strict, and the preference comparison between the items with different feedback is usually too weak) of the listwise approaches based on the Plackett-Luce probability is reasonable. Meanwhile, our solution of leveraging some auxiliary preference lists to constrain a user’s preference can help address the above two limitations and train the model more appropriately.

The best-performing SQL-Rank++ variant outperforms all seven pointwise, pairwise and listwise baselines on the four datasets. This shows that the Plackett-Luce probability-based listwise approaches has great potential. It is worth mentioning that the experimental results are not completely consistent with those reported in SetRank [24] and SQL-Rank [12]. The reason is that they remove a lot of (user, item) pairs and inactive users during their data processing in order to obtain adequate positive feedback. Taking MovieLens 1M as an example, they only keep users with more than 60 ratings, and randomly sample 50 of them in training [12]. And such a dense dataset may not be common in real-world scenarios.

For the two sampling strategies, the performance of the user similarity-based sampling strategy is better than that of the self-based sampling strategy in most cases. One reason is that
table constructed on the neighbors or the dissimilar users can introduce more comparison relationships, so that the model can get more useful information. In particular, the self-based sampling strategy has a fixed number of candidates in the observed part, while the user similarity-based sampling strategy has a larger coverage.

The relative performance comparison between different variants of our SQL-Rank++ is different on different datasets. In most cases, the approaches that co-constraining the positive and negative auxiliary lists (i.e., SQL-Rank++(P vs. N) and SQL-Rank++(P + N)) are better than the approaches that only constraining a certain auxiliary list (i.e., SQL-Rank++(P) and SQL-Rank++(N)). These results can be observed in using both sampling strategies on Alibaba2015 and Tmall, and the self-based sampling strategy on MovieLens 1M and Netflix. For the approaches with the user similarity-based sampling strategy on MovieLens 1M and Netflix, the performance of SQL-Rank++(P vs. N) is similar or even worse than that of SQL-Rank++(P) or SQL-Rank++(N). Moreover, although SQL-Rank++(P + N) is the best performing model in most cases, it is worse than SQL-Rank++(P vs. N) and SQL-Rank++(N) on MovieLens 1M with the user similarity-based sampling strategy. One reason is that MovieLens 1M contains a smaller number of items and Netflix contains a smaller number of users, and there is a larger probability of introducing noise when using the auxiliary lists owned by the neighboring and dissimilar users.

2) Quantitative Study (RQ2): It can be seen from Equation (4) that the number of auxiliary lists is related to the complexity of our SQL-Rank+++. We study the influence of the number of auxiliary lists, and report the results in Figure 3.

From Figure 3, we can see that the performance of our SQL-Rank++ is similar when using different numbers of auxiliary lists. As the number of auxiliary lists increases, the performance of the different variants of our SQL-Rank++ fluctuates slightly within a certain range. The reason for this situation is that we re-construct the auxiliary list in each iteration, which can generate enough comparison relationships to help the training of the model when using a few auxiliary lists. Therefore, only a small number of auxiliary lists (or even just one) are needed to achieve the desired performance, too many auxiliary lists may introduce noise and increase the difficulty of training.

The time complexity of SQL-Rank is $O(nL_u)$ [12], and that of our SQL-Rank++ is $O(nL_u(d(1 + g))$ because it needs to calculate $g$ additional auxiliary lists on the basis of SQL-Rank. However, the number $g$ is often a small constant, which makes our SQL-Rank++ have the same near-linear time complexity $O(nL_u d)$ as SQL-Rank.

3) Ablation Study (RQ3): To figure out the contribution of $L_{ob}$ and $L_{un}$ to the performance of our SQL-Rank++, we conduct an ablation study as shown in Figure 4. Taking SQL-Rank++(P) as an example, we compare the performance of $\min \sum_{u=1}^{n}(L_{sql} + L_{p}(ob)) + R_{\theta}$ (denoted as “observed” in Figure 4) , $\min \sum_{u=1}^{n}(L_{sql} + L_{p}(un)) + R_{\theta}$ (denoted as “unobserved” in Figure 4) and the complete SQL-Rank++(P) (denoted as “both” in Figure 4) on four datasets. Notice that “observed” aims to solve the too strict constraints between the observed items or the too weak constraints between the observed items and the unobserved items. The purpose of “unobserved” is only to solve the too strict constraints between the unobserved items (i.e., we treat all unobserved items equally). And “both” combines “observed” and “unobserved” together.

For “observed” vs. “unobserved”, the experimental results show that a user’s preference to the unobserved items needs to be more constrained than that to the observed ones. In Figure 4, the NDCG@5 values of “unobserved” are comparable
to or larger than that of “observed” in most cases. This means that making a user’s preference to the unobserved items close to each other is important for learning the true preference of the user [17]. Mentions that the unobserved part of the original list and the auxiliary lists can create more comparison relationships than the observed part because of the large number of the unobserved data, which can bring more useful information to the training. In addition, the stochastic queuing process of SQL-Rank has helped smooth the constraints between the observed items. Therefore, the improvement of “unobserved” is more significant than that of “observed”. We also find that the user similarity-based sampling strategy has the potential to capture the users’ true preferences from the neighbors and the dissimilar users’ observed items. This feature makes it possible for “observed” to surpasses “unobserved” (e.g., SQL-Rank++(P) and SQL-Rank++(N) in Figure 4(b), and SQL-Rank++(N) in Figure 4(d)).

For “both” vs. “observed” and “unobserved”, we can observe two different results depending on the sampling strategy in Figure 4. For the self-based sampling strategy, in most cases, constraining the observed and unobserved items at the same time is better than constraining one of them separately. However, the performance of “unobserved” is better than that of “both” on some variants (e.g., SQL-Rank++(P) in Figure 4(a), SQL-Rank++(N) in Figure 4(c), and SQL-Rank++(P vs. N) and SQL-Rank++(P + N) in Figure 4(e)). Since the self-based sampling strategy can only generate a fixed number of candidates when constructing the auxiliary lists, constraining the observed and unobserved items at the same time may add more penalty on some unobserved items. Compared with constraining observed items or unobserved items separately, this may result in the loss of some potential preferred items. For

Fig. 3. Recommendation performance (NDCG@5) of our SQL-Rank++ with different numbers of auxiliary lists on four datasets.

Fig. 4. Recommendation performance (NDCG@5) of our SQL-Rank++ with different architectures (i.e., ablation studies) on four datasets.
the user similarity-based sampling strategy, the performance of “both” is comparable to or better than that of “observed” and “unobserved” in all cases. This means that constraining the observed and unobserved items at the same time (“both”) can achieve better performance when the comparison relationships are adequate.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we propose a novel listwise recommendation approach, i.e., SQL-Rank++, for modeling users’ implicit feedback. Our SQL-Rank++ addresses two fundamental limitations in the approaches based on the Plackett-Luce probability, i.e., too strict and too weak constraints between the items with the same feedback and different feedback, respectively. Specifically, we design two sampling strategies to construct some special auxiliary lists, including some positive lists and some negative lists, to assist learning of the user preferences from the original list, and finally obtain four variants of our SQL-Rank++ with different combinations of the positive and negative lists. Extensive empirical studies on four public datasets show the effectiveness of our SQL-Rank++ over several competitive pointwise, pairwise and listwise approaches.

For future works, we are interested in generalizing our SQL-Rank++ from a shallow model to a deep one in order to capture more complex relations among the users and items. We are also interested in exploiting more types of implicit feedback such as adds-to-cart and purchases [29] and pre-training user representations [35] in the proposed listwise learning paradigm so as to learn the user preferences more accurately.
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