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Introduction

Problem Definition

Multi-behavior Multi-task Recommendation (MMR)
@ Input:

o userssetU ={u} ={1,2,--- ,n}
o itemssetZ ={i} ={1,2,--- ,m}
e behaviors set B={k} ={1,2,---,c}

Specifically, we have a set of items Iffk with respect to user u and behavior k, and a

set of (user, item) pairs RP« = {(u, i)} with respect to behavior k.

For convenience, we use By denote the union set of all kinds of behaviors.

@ Goal: to recommend a personalized ranked list of items for user u with respect to
behavior By, and these items have not previously interacted with the user under that
behavior, i.e., 7\Z5*.
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Challenge

@ The efficiency challenge. Compared with the split multiple single-behavior models,
the joint model should be optimized in terms of both time complexity and space
complexity.

© The scalability and adaptability challenge. The addition of new behaviors always
bring performance degeneration such as the negative transfer and seesaw
phenomenon. Moreover, the relationship between new behavior and original
behaviors may be weakly correlated or even competitive.
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Related Work (1/2)

@ One-Class Collaborative Filtering
e VAE [Liang et al., 2018] is a typical AE-based method that generates raw user feedback
using polynomial distribution, has robustness to some contexts that may be more
suitable for solving MMR problems.
@ Heterogeneous One-Class Collaborative Filtering
e VAE++ [Ma et al., 2022] designs a target representation enhancement module and a
target representation refinement module, which mitigate the challenges posed by data
sparsity and behavioral heterogeneity.
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Related Work (2/2)

@ Multi-Task Learning Ideology

e MMOE [Ma et al., 2018] is a typical expert sharing model that belongs to a special kind
of soft sharing situation. It utilizes a softmax gating network to assemble experts learned
by different tasks, which became the basis for numerous subsequent works.

e UWL [Kendall et al., 2018] facilitates more defined tasks to receive higher weights via
homoscedastic uncertainty in Bayesian modeling. This uncertainty is only
task-dependent, which may be more suitable for soft parameter sharing models.
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Overall of Our Solution

@ BVAE is an extension of VAE. When there is only one kind of behavior, it will
degenerate into VAE.

© We design the behavior aware semi-encoder (BASE). It learns users’ behavior-aware
latent representations from both global interaction and behavioral preference
representation ways.

© We design a dual-gate system: the global feature filtering (GFF) and the target
feature fusion (TFF) network. It can enhance the robustness of the model.

© We use the standard deviation of the VAE encoder as the uncertainty of the
corresponding task to weigh loss (SDWL). It allows our model to automatically adjust
the weight of each behavior without additional parameters, which ensures the
model’s flexibility.
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The Framework of the BVAE
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Figure: The Framework of the BVAE with ¢ kinds of behaviors.
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Behavior-aware Semi-Encoder (1/2)

We use d)ﬁ‘) to denote the union mean vector semi-encoder,
whose output the vector ufo e R"*? will be use as the latent
representation’s mean of VAE, as follow, BLuB,u-UB,

u

adl

=

pa® = f(X0°W,,, +by,), (1)

where x50 ¢ {0,1}"*™ is multi-hot vectors with respect to user
u and union behavior. W,,, € R™9 and b,,, € R'*9 are the
weight matrix and bias vector, respectively, and f(-) is an
activation function for the hidden layer.
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Behavior-aware Semi-Encoder (2/2)

Corresponding, the behavior-aware standard deviation vector
semi-encoder qﬁfk can be represented as follows,

obk = epr(xukwak—‘rbgk)7 (2)

where x5 € {0,1}"*™ is multi-hot vectors with respect to user
u and behavior k, k € {1,2,--- ,¢c}. W,, € R™9 and

b,, € R'*9 are the weight matrices and bias vectors,
respectively, and f(+) is an activation function for the hidden
layer.
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Global Feature Filtering Network

For each behavior By, the mean of the latent representation
pSx e R1%d needs to be filtered through corresponding filtering
gate g, as following,
Ok = softmax(uf"wgk + by, ) (3)
o = Ok ® B, (4)

where W, € R and b,, € R are the weight and bias of
filtering gate, respectively, and @ is the element-wise product.
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Latent Representation

Based on VAE’s structure, we apply the reparameterization
trick [Kingma and Welling, 2013, Rezende et al., 2014] to get
the latent variable szk though a normal distribution ¢ as follows,

e ~ N(0, diag(1)), (5)
Bx _ |k B
zZ, uy+exoy”, (6)
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Target Feature Fusion Network

Similarly, the enhanced latent variable 25« € R is a
weighted sum of all latent variables, as following:

A By
206 = S0y Grw @2, (7)
Gk = softmax(zf"’WGk + bg,), (8)
where Gy y» denotes Target feature fusion gate between any
two behaviors k and k’. The weight matrices and the bias

vector, denoted as Wg, < RI*1 and bg, € R, are only related
to the target behavior k.
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Behavior-aware Decoder

The behavior-aware decoder 65« consists of two parts: It
inputs the enhanced latent variable 25« and outputs the
probability distribution (25+) through an MLP fX(-) with
decoder parameters 6 and compress by the softmax function
at first. Then reconstructs a vector )“(fk by sampling fok times

=
Sl
=

°
from the probability distribution which reflects the degree of 8
user u prefer to behave k for each item, as follows, @ 65« | mmp o
°
m(25¢) = softmax(f(25¢)), (9) 0

Kok ~ Multi(NS*, 7(25%)), (10)
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Objective Function (1/2)

At first, the Kullback-Leibler (KL) loss. We use the KL divergence between the variational
posterior q¢(z’3k|xfk) and the prior p(z5*) to be the loss function. The KL loss can be
seen as a regularization, which can be formulated as follows,

B

Lx(25) = KL(qy (25" x| p(22")), (11)
Next, the reconstruction loss. For each behavior k, the reconstructed vector ﬁﬁk needs to
be as close as possible to the input vector xffk. Therefore, the reconstruction loss of

behavior k can be formulated as follows,

‘C(ﬁlgka xfk) = E%&(ka |ka)[|0g p@(xljk ‘25,( )]’ (1 2)
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Objective Function (2/2)

Let 5 € [0, 1] to denote the parameter to weigh the regularization. The loss function for
each individual single behavior is as follows,

Ly, = LK XGH) — BLxL(Z), (13)

At last, inspired by UWL [Kendall et al., 2018], we use the standard deviation vector as a
task-dependent uncertainty, weighting all the single behavior loss function, called SDWL
in short. Those behaviors with low variance, i.e., with more explicit meaning, exerts a
more significant influence in guiding the overall training process. After SDWL, the overall
loss function of BVAE the weighted sum of single behavior loss functions, which can be
formulated as follows,

c

1
LBVAE = Z(?ﬁlﬁ + /ogaﬁ"). (14)

k=1 207
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Research Questions

@ RQ1. How does our BVAE perform compared with the related state-of-the-art
recommendation methods?

@ RQ2. How do the components of our BVAE, such as BASE, TFF, GFF, and SDWL,
affect the overall performance?

@ RQ3. How do the hyperparameters of our BVAE, such as the dimensionality of
modules and the quantity of recommended items, affect the evaluation result?

@ RQ4. To what extent does our BVAE demonstrate adaptability to varying quantities
and distributions of behavioral feedback?

@ The processed datasets, source code, and scripts necessary to reproduce the
results can be available at https://github.com/WitnessForest/BVAE.
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Datasets(1/2)

e Jdata 2019 (JD)

@ UserBehavior (UB) 2
@ We process the dataset as follows :

e (i) Data deduplication. We only retain the initial pair for the same (user, item, behavior)
tuples and delete subsequent repeated interactions.

o (ii) Remove items that have been purchased fewer than 10 times in UB and 20 times in
JD.

e (iii) Remove sessions containing fewer than 5 purchase records.

o (iv) Split the dataset into training, validation, and test sets. Sorting all records according
to the timestamp in ascending order. Then take the data front of 80% timeline as the
training set, 80%-90% as the validation set, and the data after 90% as the test set.

e (v)Remove users who interacted in the validation and test sets, but did not purchase an
item in the training set.

1https ://jdata.jd.com/html/detail .html?id=8
2https ://tianchi.aliyun.com/dataset/dataDetail?datald=649
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Datasets(2/2)

Table: Statistics of two processed datasets, including the whole set with its density, the training set
(tr.), the validation set (val.), and the test set (te.) with their different users and items distribution.

Statistics JD Density JD (tr.) JD (val.) JD (te.) uB? Density UB (i) UB(val) UB (te.)
#Users 10,690 - 10,690 5,435 4,770 | 20,443 20,443 15,899 16,161
#ltems 13,465 - 12,820 6,792 6,072 | 30,947 - 30,734 21,984 21,943
#Purchase | 71,872 0.50%. 60,967 5,892 5,013 | 133,708 0.21% 107,489 13,088 13,131
#Click 254,003 1.76% 217,977 20,059 15,967 | 632,029 1.00%. 511,020 60,014 60,995
#Favorite 9,289 0.06%o 7,380 955 954 27,745 0.04%. 22,270 2,748 2,727
#Cart 8,343  0.06%o 0 1,818 6,525 | 84,244 0.13% 68,207 8,191 7,846

3The original paper had a clerical error at items number and purchase number of the UB dataset, where

the data of the whole set was misspelled as the data of the training set, which has been fixed-in this slide.
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Evaluation Metrics

@ We use four kinds of metrics to evaluate the final personalized top-K items ranking
list, i.e., precision (Prec@K), recall (Rec@K), normalized discounted cumulative
gain (NDCG@K), and hit rate (HR@K) [Valcarce et al., 2018].

@ Since users are usually interested in only a few items that can be displayed on the
page, the experimental results will be reported mainly for K = 5.

@ All optimal values for the aforementioned parameters are determined based on the
NDCG@5 metric on the validation set.
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Baselines(1/2)

@ OCCEF algorithms:

o NGCF[Wang et al., 2019] is a typical graph-based OCCF method that applies graph
convolutional neural networks to recommender system.

e VAEJ[Liang et al., 2018] is an autoencoder-based OCCF method. It is a generative model
that reconstructs user feedback using polynomial distribution. It has two versions, i.e.,
uses the target behavior feedback (T.) or the union behavior feedback (U.) as input. VAE
(T.) can be seen as a particular case of our BVAE when there is only one behavior. VAE
(U.) can be seen as a strategy that OCCF algorithms adopt to exploit multi-behavior.
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Baselines(1/2)

@ HOCCF algorithms:

e EHCF[Chen et al., 2020] is an MLP-based HOCCF method. It models the complex
relationships between behaviors and employs an efficient optimization method based on
the entire quantity of items.

o VAE++[Ma et al., 2022] is a VAE-based HOCCF method. It designs the target
representation enhancement and target representation refinement modules to join the
information learned by the target behavior and auxiliary behaviors.

@ MTL algorithms:

e MMOE[Ma et al., 2018] is one of the most typical MTL method. It sets up multiple

learnable experts and combines their knowledge for different tasks through different task

gates.

o CGCJTang et al., 2020] is a single-layer case of PLE [Tang et al., 2020]. Its major
difference from MMOE is distinguishes between task-specific experts and shared
experts.
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Parameter Configurations

@ To ensure a just and unbiased comparison, all the dimension of the latent factors are
fixed to d = 100.

@ For VAE, we follow the settings in [Liang et al., 2018], adopt a structure with 1 hidden
layer and a batch size of 500. To mitigate the risk of overfitting, we set the dropout
ratio p to 0.5. Furthermore, the learning rate is chosen from the set
{0.0001,0.001,0.01} and optimized using mini-batch Adam.

@ For VAE++ and our BVAE, the parameter settings are consistent with VAE.
@ For NGCF and EHCF, the parameters are selected following the respective papers.
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Performance Comparison (RQ1) (1/5)

@ The final reported results are the average and variance of three runs on the test set
using the optimal parameters.

@ We bold the best results and mark the second-best results with an underline.

@ The ”x” denotes the p-value of the significance test between our BVAE and the
second-best is p < 0.05.

@ In addition, from the distribution of data and the importance of behaviors, we believe
that clicks and purchases are the major user behaviors and thus mark them in bold.
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Experiments

o e
Performance Comparison (RQ1) (2/5)

Table: Recommendation performance of our BVAE.

Dataset
Behavior Method Prec@5 Rec@5 NDCG@5 HR@5 Prec@5 Rec@5 NDCG@5 HR@5
NGCF 0.0023+0.0001 0.0070+0.0003  0.0049+0.0001 0.0108+0.0004 | 0.0335+0.0003  0.0721+0.0001 0.0588+0.0001 0.10860.0009
VAE (T.) 0.0031+0.0001 0.0094+0.0004 0.0069+-0.0002 0.0140+-0.0005 0.0327+-0.0008 0.0792+0.0001 0.0649-0.0005 0.1096+0.0016
#Purchase VAE (U.) | 0.0028-0.0001 0.0081+0.0003 0.0057+0.0002 0.0129+0.0005 0.0296+-0.0006 0.0684+0.0018 0.0544+0.0008 0.1002+0.0029
EHCF 0.0069+0.0002  0.0186+0.0007  0.0140+0.0005  0.0313+0.0009 | 0.0364+0.0002  0.0853+0.0015  0.0675x0.0010  0.1170+0.0019
VAE++ 0.0059-+0.0000  0.0164+00006  0.0128+0.0000  0.0268--0.0001 0.0369-+0.0006  0.0914+0.0003  0.0730-+0.0006  0.1247-0.0018
BVAE 0.0074+0.0003  *0.0206+0.0008  *0.0161+0.0005  0.0328+0.0011 | *0.0388+0.0003  0.0916+0.0002  *0.0743+0.0002  0.1289-0.0024
NGCF 0.0049-0.0001 0.0075+0.0001 0.0072+0.0001 0.0237+0.0004 | 0.0304+0.0004  0.0440+0.0005  0.0431+0.0005  0.1126+0.0014
VAE (T.) 0.0067+0.0001 0.0093+0.0001 0.0092+0.0004 0.0307+0.0007 0.0331+0.0004 0.0505+-0.0005 0.0480+0.0002 0.1201+0.0012
#Click VAE (U.) | 0.0059-+0.0001 0.0077+0.0003 0.0082+0.0001 0.0275+0.0008 0.0327+0.0003 0.0498+0.0005 0.0480+0.0006 0.1203+0.0019
EHCF 0.0040+0.0002  0.0050+0.0002  0.0052+0.0003  0.0185+0.0012 | 0.0245+0.0004  0.0375+0.0008  0.0353+0.0004  0.0853::0.0020
VAE++ 0.0090+0.0001  0.0141:+0.0000  0.0142+00002  0.0422+00004 | 0.0333+00004  0.0517+0.0005  0.0494:+0.0003  0.1230-+0.0014
BVAE *0.0109+0.0003  *0.0189+0.0002  *0.0181+0.0001  *0.0510+0.0016 | *0.0375+0.0004 *0.0575+0.0016  *0.0551+0.0006  *0.1367+0.0015
NGCF 0.0010+0.0002  0.0028-+0.0004  0.0023-0.0001 0.0048+0.0010 | 0.0188+0.0004  0.0366+0.0012  0.0306+0.0005  0.0552:+0.0011
VAE (T.) 0.0031+0.0001 0.0094+0.0004 0.0048+-0.0007 0.0097+0.0000 0.0390+-0.0006 0.0767+0.0018 0.0559+0.0011 0.12204-0.0022
#Favourite VAE (U.) | 0.0029+0.0002 0.0080+0.0007 0.0055+0.0005 0.0131+0.0010 0.0313+0.0011 0.0621+0.0046 0.0523+0.0022 0.1030+0.0060
EHCF 0.0029-+0.0000  0.0094+0.00038  0.0066-+0.0004  0.0143+0.0003 | 0.0348+0.0008  0.0722+0.0048  0.0577+0.0004  0.1142:0.0033
VAE++ 0.0033+0.0004 0.0110+0.0018 0.0085+0.0014 0.0161+0.0019 0.0490+0.0021 0.1038+-0.0046 0.0819+-0.0008 0.1515+-0.0083
BVAE 0.0036-+0.0002  0.0119+0.0005  0.0097+0.0007  0.0180+0.0010 | 0.0513+0.0008  0.1077+0.0011  *0.0859+0.0002  0.1523:0.0039
NGCF 0.0010+0.0000  0.0037+0.0001 0.0026+-0.0001 0.0049--0.0002 - - — —
VAE (T.) | 0.0016+0.0004  0.0048+0.0016  0.0035:+0.0009  0.0082:0.0021 - - - -
#Cart VAE (U.) | 0.0022-+0.0001 0.0069+-0.0003 0.0048+-0.0003 0.0106+0.0003 - - - -
EHCF 0.0022+0.0005  0.0065+0.0016  0.0044+0.0009  0.0107-+0.0022 - - - -
VAE++ 0.0034+0.0002  0.0105+0.0005  0.0082:+0.0003  0.0159-0.0006 - - - -
BVAE 0.0036--0.0001 0.01140.0007  0.0086--0.0001 0.01710.0009 - - - -
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Performance Comparison (RQ1) (3/5)

From the perspective of the single behavior, we can have the following observations:

@ In most cases, VAE (T.) and VAE (U.) perform better than NGCF, especially on
sparse data. This shows the strong competitiveness of the VAE-based approach,
especially it consumes less complexity.

@ In most cases, VAE (T.) performs better than VAE (U.). It shows the significance to
study the HOCCF and MMR problems because we cannot simply process
multi-behavior data by inputting their union set.
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Performance Comparison (RQ1) (4/5)

From the perspective of the multi-behavior, we can have the following observations:

@ EHCF performs better than VAE++ on the purchase behavior of the UB dataset.
However, it leads to poor performance in other behaviors due to its prior setting of the
sequential behavioral order. This demonstrates the limitations of the multi-behavior
model based on the concatenated structure.

@ In most cases, the HOCCF methods outperformance the OCCF methods. It suggests
that utilizing multi-behavior feedback within the union model facilitates more accurate
learning of users’ actual preferences. Meanwhile, it also cautions that unreasonable
structural design may cause the target task to be disturbed and degraded.
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Performance Comparison (RQ1) (5/5)

From the perspective of the MMR problem, we can have the following observations:

@ Our BVAE achieves the best performance with respect to all behaviors on both JD
and UB datasets compared with other baselines. In particular, there is a significant
gap between our BVAE and the second-best baseline with respect to the most
important and primary user behaviors, i.e., purchase and click. It indicates that our
BVAE is generalizable and effective.

@ Note that other methods cannot generate recommendation lists for different
behaviors in a joint training. Our BVAE also has the advantage of addressing
multi-behavior feedback and multi-task prediction.
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Ablation Study (RQ2) (1/4)

o002 | 00015 | 00013 00002
) L . -
|| =
0 e NI PO
o0 . 680%  00015 op0p9 0T 00039 ows 0
-0.0044 - 0. i
B00t0 0% lggoss 00034 oot o
3N
2 g 0015 100005 00034
2 003 2 00001 0008 00056 -
00 -0.0008 -0.0088 -0.0007
-0.0013 -0.0003
oo 00013
M purchase Mclick ® favourite oo " -
. P W purchase Mclick m favourite cart
0.0084 00 -0.0087
0.0059 -0.0106
00340 05048
0.06 -0.035 -0.0045
< « & > o) > < < & « N oy > <
K3 & <& © < & <& s & <& & é’b & <&
$ : N & & s & & @
S & R & S & X N
N & o \ Q +© o
< \a 3 < < \a &' <
04 i o S ¥ L N 3
2 © Q) 2 © 2
2! 2
(a) JD (b) UB

Figure: Variation of recommendation performance of our BVAE by removing different components,
i.e., target representation enhancement (BASE), global feature filtering network (GFF), target
fusion network (TFF), and BASE & GFF & TFF, respectively, for ablation studies on JD and UB.
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Ablation Study (RQ2) (2/4)

@ Except for a slight increase in individual indicators after »-BASE” and "-GFF”, most
metrics dropped after removing these modules, especially after removing all three
components at the same time.

@ The impact of the GFF module is more significant on behaviors with sparser data,
e.g., favorite and cart, while the TFF and BASE have a greater impact on behaviors
with dense data.

@ The MMOE, CGC, or "-BASE (Exchange)” perform slightly better than the BASE on
the JD-favorite dataset, but drop more severely on other behavior and the UB dataset.
Among them, the "-BASE (+CGC)” performs slightly worse than "BASE (+MMOE)”
because the number of experts assigned to only 1 for each behavior may result in an
inapposite allocation of share and behavior-specific experts. However, with the same
parameter amount limit, our BASE module has the best comprehensive performance.
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Ablation Study (RQ2) (3/4)

JD | purchase ID | click ID | favorite

REEEE

(a) NDCG@5 of BVAE on JD dataset

UB | purchase UB I click UB | favorite

(b) NDCG@5 of BVAE on UB dataset
Figure: Recommendation performance of our BVAE by removing the SDWL.
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Ablation Study (RQ2) (4/4)

Note that we omit the zero-weight result of the corresponding behavior because it leads
the final evaluation close to zero. The part where the sum of the purchase loss weight and
the click loss weight exceeds 1.0 are shown as the result of our BVAE for comparison
purposes.
@ Taking some combination of weights manually are slightly better than SDWL on the
recommendation performance of favorite feedback. However, the SDWL performs
better from the perspective of the joint effect of all actions.

@ The results of manual parameter tuning are haphazard and irregular, which makes it
difficult to find a suitable parameter for practical applications. In particular, the weight
parameter ratio between behaviors may not be of the same order of magnitude, and
the increase in the number of optional weight parameters will lead to a power
increase in the time complexity of the model training. These validate the necessity of
our SDWL modules.
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Experiments

Hyperparameter Sensitivity (RQ3) (1/4)

JD | click JD | favorite JD | purchase UB | click UB | favorite UB | cart UB | purchase
01 o 013 0013 o013
—— vaEes ——vaer —— VA ——vaErs —— i —— VA ——vaErs
009 012 012 o oorz ooz o
008 o1 o1
x x x x x x x
] © © § o goon goon g o
a a ] a g a g A
2% g o g o Qoo g S Qoo
] 2 2 s £ oot 2 oot 2
006 009 009 0016 0ot
005 008 008 oot 0099 0099 oot
004 o007 007 0008 0008
5 0 5 2 B 0 5w s 10 5 2 5 0 5 2 s 10 5w s 0 5 2 5 0 [
K K K K K K K

Figure: Recommendation performance of our BVAE (indicated by the blue line and circle symbols)
and VAE++ (indicated by the green line and plus symbols) with different numbers of recommended
items, which concern three behaviors on the JD dataset and four behaviors on the UB dataset.
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Hyperparameter Sensitivity (RQ3) (2/4)

@ Our BVAE outperforms the state-of-the-art related method VAE++ with respect to all
kinds of behaviors on two datasets.

@ As the number of K rises, VAE++ and our BVAE perform better. What’s more, the
gap between VAE++ and our BVAE increases for most behaviors, i.e., for all
behaviors on the JD dataset and cart and purchase on the UB dataset.

@ In addition, for the prediction tasks of different behavior numbers ¢, our BVAE has the
space complexity O(c) while VAE++ has the space complexity O(c¢?). These
substantiate the powerful capabilities of our BVAE to address the MMR problems.
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Hyperparameter Sensitivity (RQ3) (3/4)
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Figure: Recommendation performance of our BVAE with different numbers of latent dimensions d,
including the evaluation metrics of NDCG@?5 (indicated by the green line with triangle symbols)
and HR@?5 (indicated by the blue line and circle symbols), which separately concern three
behaviors on JD and four behaviors on UB.
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Hyperparameter Sensitivity (RQ3) (4/4)

@ For the smaller dataset JD, the effect of the dimensionality change is not significant.
In addition, assigning a large dimension to some very sparse data may decrease the
recommendation performance due to overfitting.

@ For the larger dataset UB, the recommendation performance is positively correlated
with the latent dimension d.

@ These showcase the possibilities of assigning the latent dimensions according to the
data volume for each behavior feedback. Instead of assigning uniform parameters to
all behaviors, trying different parameter assignments in input-related aspects such as
dimensions can optimize memory utilization without compromising the quality of the
overall recommendation.
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Adaptability Study (RQ4) (1/2)

M purchase m click m favourite cart M purchase B click M favourite cart

BEHAVIOR NUMBER

(a) NDCG@5 of BVAE on JD dataset (b) NDCG@5 of BVAE on UB dataset
Figure: Recommendation performance of our BVAE by extending it with the different numbers of

behavior types on two datasets. New behaviors are jointed in the order of
"purchase-click-favorite-cart”, considering their priority.
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Adaptability Study (RQ4) (2/2)

@ Both our BVAE performance becomes better when the click feedback, i.e., behavior
with abundant information but noise, and the favorite feedback, i.e., behavior with
useful knowledge but sparse, join to model user preferences. This shows that our
model is extendable to learning the knowledge contained in other behaviors while
offsetting others’ weaknesses.

@ The results on the UB dataset show that the cart feedback, i.e., behavior with helpful
information but difficult to obtain, can significantly enhance the model.

@ The results on the JD dataset showed that the empty single-behavior training set
slightly degrades the recommendation performance for some behaviors, e.g., click
and favorite, while not impact on the more explicit behavior, e.g., purchase. This
showcases the ability of our model to be robustly adaptive in the face of extreme
conditions.
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Conclusions and Future Work

Conclusion

@ We propose a novel recommendation framework called BVAE, to fill the gap in the
MMR problem.

@ In BVAE, the BASE, GFF, and TFF modules extend the VAE to fit the MMR problem
in terms of network structure. The SDWL module simplifies the loss minimization that
avoids manual parameter tuning when the numbers of behaviors and tasks increase.

@ Our BVAE thus has the adaptability to any amount of behaviors with different
distributions. The validity of our design is confirmed via extensive empirical studies
on two widely used e-commerce datasets.
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Future Work

@ We will consider introducing sequential information (e.g.,
timestamps [Zhang et al., 2022]) into our BVAE to accurately model users’ dynamic
preferences.

@ We will explore the application potential of our BVAE in
cross-domain [Zang et al., 2022] or multi-scenario [Xu et al., 2023] recommendation.

@ Limited by the structure of CF autoencoders and to avoid the problem of an
excessive number of projects during actual deployment, it may be necessary to
combine with sampling or other methods.
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