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a b s t r a c t

Intelligent recommendation technology has been playing an increasingly important role in various
industry applications such as e-commerce product promotion and Internet advertisement display.
Besides user feedbacks (e.g., numerical ratings) on items as usually exploited by some typical recom-
mendation algorithms, there are often some additional data such as users' social circles and other

Collaborative recommendation with auxiliary data (CRAD) aims to leverage such additional information so
as to improve personalized services. It has received much attention from both researchers and practi-
tioners.

Transfer learning (TL) is proposed to extract and transfer knowledge from some auxiliary data in order
to assist the learning task on the target data. In this survey, we consider the CRAD problem from a
transfer learning view, especially on how to enable knowledge transfer from some auxiliary data, and
discuss the representative transfer learning techniques. Firstly, we give a formal definition of transfer
learning for CRAD (TL-CRAD). Secondly, we extend the existing categorization of TL techniques with
three knowledge transfer strategies. Thirdly, we propose a novel and generic knowledge transfer fra-
mework for TL-CRAD. Fourthly, we describe some representative works of each specific knowledge
transfer strategy in detail, which are expected to inspire further works. Finally, we conclude the survey
with some summarized discussions and several future directions.

& 2015 Elsevier B.V. All rights reserved.
1. Introduction

Intelligent recommendation technology [1,4,18,31,45,48] has been
a standard component embedded in many Internet systems such as e-
commerce and advertisement systems to provide personalized ser-
vices. There are two main approaches widely used in personalized
recommendation for an active user, i.e., content-based recommenda-
tion [3] and collaborative recommendation [14]. Content-based
methods promote an item based on the relevance between a candi-
date item and the active user's consumed items, while collaborative
recommendation techniques focus on collective intelligence and
exploit the community's data so as to recommend preferred items
from users with similar tastes. However, both methods are limited to
users' feedbacks of explicit scores or implicit examinations, whichmay
result in a challenging problem, data sparsity, due to the lack of users'
behaviors.

Fortunately, there are often some additionally available data
besides the users' feedbacks (e.g., numerical ratings) in a recommen-
der system. There are at least four types of auxiliary data as shown in
Table 1, such as content information [52,56], time contextual infor-
mation [23,36], social or information networks [21,49,54] and addi-
tional feedbacks [19,29,39]. These auxiliary data have the potential to
help relieve the aforementioned sparsity problem and thus improve
the recommendation performance. In this survey, we study on how to
exploit different types of auxiliary data in collaborative recommen-
dation, which is coined as collaborative recommendation with auxiliary
data (CRAD).

Specifically, we study the CRAD problem from an inductive transfer
learning [37] view (instead of unsupervised or transductive transfer
learning views [2]), in which we consider the users' feedback data as
our target data or supervised information, and all the other additional
information as our auxiliary data. In particular, we focus on how to
enable knowledge transfer from some auxiliary data to the target data
in order to address the aforementioned sparsity challenge. We discuss
some representative transfer learning techniques, aiming to answer
the fundamental question of transfer learning [37], i.e., “how to
transfer”. With this focus in our survey, we extend previous categor-
ization of transfer learning techniques in collaborative filtering [38,43],
and answer the above question from two dimensions, including
knowledge transfer algorithm styles (i.e., adaptive, collective and inte-
grative knowledge transfer) and knowledge transfer strategies (i.e.,
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prediction rule, regularization and constraint). Then, we propose a
novel and generic knowledge transfer framework and describe some
representative works in each category to answer the “how to transfer”
question in detail, in particular the main idea that may be generalized
to other applications. Finally, we conclude the survey with some
summarized discussions and several exciting future directions.
2. Transfer learning for collaborative recommendation with
auxiliary data

2.1. Problem definition

We have a target data set and an auxiliary data set. In the target
data set, we have some feedbacks from n users andm items, which
is usually represented as a rating matrix R¼ ½rui�n�m and an indi-
cator matrix YAf0;1gn�m, where yui ¼ 1 means that the feedback
rui is observed. In the auxiliary data set, we have some additional
data such as content, context, network and feedback information
as shown in Table 1. Our goal is to predict the unobserved feed-
backs in R by transferring knowledge from the available auxiliary
data. We illustrate the studied problem in Fig. 1, where the left
part is the target data of user feedbacks and the right part denotes
different types of auxiliary data.

2.2. Categorization of transfer learning techniques

Following the fundamental question of “how to transfer” in
transfer learning [37,43], we first categorize various transfer
learning algorithms into (i) adaptive knowledge transfer, (ii) col-
lective knowledge transfer and (iii) integrative knowledge transfer
w.r.t. knowledge transfer algorithm styles. For each type of algorithm
Table 1
List of auxiliary data.

Content
User's static profile of demographics, affiliations, etc.
Item's static description of price, brand, location, etc.
User–item pair's user generated content (UGC), etc.

Context
User's dynamic context of mood, health, etc.
Item's dynamic context of remaining quantities, etc.
User–item pair's dynamic context of time, etc.

Network
User–user social network of friendship, etc.
Item–item relevance network of taxonomy, etc.
User–item–user network of sharing items with friends, etc.

Feedback
User's feedback of rating on other items, etc.
Item's feedback of browsing by other users, etc.
User–item pair's feedback of collection, etc.

Fig. 1. Illustration of transfer learning for collaborative
styles, we then study the related works in three specific knowledge
transfer strategies, including (i) transfer via prediction rule, (ii)
transfer via regularization and (iii) transfer via constraint, which
are closely related to the three parts of a typical optimization
problem [5], i.e., loss function, regularization and constraint.

Note that the binary categorization of adaptive knowledge
transfer and collective knowledge transfer was first briefly
described in [38], and was later expanded with one more category
of integrative knowledge transfer in [43]. And in this survey, we
further expand it with three specific knowledge transfer strategies
in each algorithm style.

2.3. A generic knowledge transfer framework

Wemainly survey some recent works of low-rank transfer learning
methods for collaborative recommendation with auxiliary data
(CRAD), in particular of matrix factorization based methods. The
prosperity of matrix factorization based methods is mostly due to
many successful stories in various public competitions and reported
industry applications. Matrix factorization based methods are also the
state-of-the-art in TL-CRAD because they are able to digest the sparse
rating data well via learning latent variables and are also flexible to
incorporate different types of auxiliary data.

Mathematically, matrix factorization based methods can be
formulated with a loss function and a regularization term, i.e.,
minΘEðΘjRÞþRðΘÞ, where Θ is the model parameter. We extend
such basic formulation and propose a novel and generic frame-
work for TL-CRAD,

min
Θ;K

EðΘ;KjR;AÞþRðΘjK;AÞþRðKÞ;

s:t: ΘACðK;AÞ; ð1Þ
which contains a loss function EðΘ;KjR;AÞ, two regularization
terms RðΘjK;AÞ and RðKÞ, and a constraint ΘACðK;AÞ. Specifi-
cally, R is the target user–item rating matrix, A is the auxiliary
data, K is the extracted knowledge from A, and Θ is the model
parameter. Note that the prediction rule is not explicitly shown but
embedded in the loss function EðΘ;KjR;AÞ. In the following
sections, we will describe some representative works of TL-CRAD,
which are instantiations of the generic framework in Eq. (1).
3. Adaptive knowledge transfer

Adaptive knowledge transfer aims to adapt the knowledge
extracted from an auxiliary data domain to a target data domain. This
is a directed knowledge transfer approach similar to traditional
domain adaptation methods. In this section, we describe two adaptive
knowledge transfer strategies as instantiated from Eq. (1), including
(i) transfer via regularization, minΘEðΘjRÞþRðΘjKÞ, and (ii) transfer
via constraint, minΘEðΘjRÞ; s:t:ΘACðKÞ.
recommendation with auxiliary data (TL-CRAD).
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3.1. Transfer via regularization

CST (Coordinate System Transfer): CST [42] studies knowledge
transfer from auxiliary implicit feedbacks of browsing records to
target explicit feedbacks of ratings. Specifically, it incorporates the
coordinate systems (or latent features) extracted from auxiliary
data into the target factorization system (i.e., Y � R�UBVT ) via
two biased regularization terms [42],

‖U� _U‖2F þ‖V� €V‖2F ; ð2Þ
where _UARn�d and €VARm�d are the user-specific feature matrix
and the item-specific feature matrix, respectively. The two biased
regularization terms in Eq. (2) are used to constrain the latent
feature matrices UARn�d and VARm�d to be similar to _U and €V ,
respectively. Note that the factorization system Y � R�UBVT

denotes the approximation of Y � R via matrix tri-factorization
UBVT , where U and V are orthonormal matrices (i.e., UTU¼ I,
VTV¼ I). Empirically, CST [42] works well when the auxiliary data
are dense while the target ratings are few.

Biased regularization is a classical approach commonly used in
machine learning, in particular of domain adaptation methods
[22]. Note that it may also be considered as a soft constraint as
compared with the hard constraint in collective knowledge
transfer methods [38,52] in Section 4.1.

3.2. Transfer via constraint

CBT (CodeBook Transfer): CBT [26] is an early transfer learning
algorithm, which studies knowledge transferability between two
distinct data domains, which may be regarded as far transfer of
learning in psychology [15]. Specifically, it transfers knowledge of
cluster-level rating behavior from auxiliary data of movies to tar-
get data of books. Firstly, a cluster-level rating pattern (a.k.a.,
codebook), �BARd�d, is constructed from the auxiliary data �RA
R

�n� �m via some co-clustering algorithm, where each entry of �B
denotes the average rating of the corresponding co-cluster. Sec-
ondly, the codebook is transferred to the target data via codebook
expansion UBVT with the following constraint [26],

B¼ �B; ð3Þ
which means that the rating pattern is shared between target data
and auxiliary data. Note that UAf0;1gn�d and VAf0;1gm�d are
membership indicator matrices.

A later extension called RMGM (Rating-Matrix Generative
Model) [27] combines codebook construction and codebook
expansion in CBT [26] into one single step with soft membership
indicator matrices. Considering the existence of more than one
auxiliary data, the codebook in CBT [26] may also be extended to
multiple codebooks with different correlation weights [35]. Fur-
thermore, a recent work generalizes the codebook by including a
data-independent rating pattern and a data-dependent rating
pattern, which is shown to be more accurate than sharing the
data-independent common knowledge only [13].

The idea of transferring compact group-level knowledge may
also be applied to other applications such as text mining and bio-
informatics. For example, a matrix tri-factorization-based classifi-
cation framework (MTrick) [61] extends CBT [26] and RMGM [27]
with supervised label information and studies its effectiveness in
cross-domain document categorization. Furthermore, the 2-D
cluster-level rating pattern may also be generalized to high
dimensions, such as transferring a 3-D cluster of knowledge from
an auxiliary tagging data in the form of (user, item, tag) to a target
one [11].

Cluster-level rating pattern in the above works is a kind of
group behavior, which is more stable than individual behavior and
has higher transferability. It is thus particularly useful when the
explicit correspondences or overlaps are not available between
entities of the target data and the auxiliary data.
4. Collective knowledge transfer

Collective knowledge transfer usually jointly learns the shared
knowledge and unshared effect of the target data and the auxiliary
data simultaneously, which is a bi-directed knowledge transfer
approach with richer interactions similar to multi-task learning
algorithms. We describe some representative works of collective
knowledge transfer via constraint on model parameters,
minΘ;KEðΘjRÞþRðΘÞþEðKjAÞþRðKÞ; s:t:ΘACðKÞ, which is also
an instantiation of Eq. (1). Note that the model parameter Θ and
the shared knowledgeK are learned simultaneously, instead of the
two-step style adopted in adaptive knowledge transfer.

4.1. Transfer via constraint

CMF (Collective Matrix Factorization): CMF [52] is proposed to
collectively factorize one user–item rating matrix RARn�m,

Y � R�UVT , and one item-content matrix €RAR
€n�m, €R � €U €V

T
, by

sharing the same item-specific latent features V [52],

V¼ €V ; ð4Þ
which implies that the item-specific latent feature matrix €V is
shared as a bridge to enable knowledge transfer between two data.
We may also use different link functions on the factorized vari-
ables f ðUu�V

T
i�Þ [52]. A similar model is proposed independently in

the context of social recommendation [34], which generalizes the
basic matrix factorization model by jointly factorizing a user–item
rating matrix RARn�m, Y � R�UVT , and a user–user social net-
work matrix _RARn�n, _R � _U _V , with the constraint of U¼ _U.

The underlying assumption that same users (or items) in the
target data and the auxiliary data are associated with the same
latent factors is quite universal. Various models with a similar
spirit have been proposed to fuse user-side and/or item-side
auxiliary data via sharing latent features or topic distributions.
WNMCTF (Weighted Non-negative Matrix Co-Tri-Factorization)
[55] follows non-negative matrix tri-factorization [24] and col-
lectively factorizes one user–item rating matrix, one user-
demographics matrix and one item-content matrix with the con-
straint of sharing both the same user-specific latent feature matrix
and the item-specific latent feature matrix. MRMF (Multi-Rela-
tional Matrix Factorization) [28] and HYRES (HYbrid REcommen-
dation System) [16] collectively factorize more than two matrices
from both user-side and item-side content information with the
same idea of sharing latent factors. JMF (Joint Matrix Factorization)
[50] collectively factorizes one user–item rating matrix and one
item–item similarity matrix mined from item-side auxiliary data
of movies' mood descriptions. MCF-LF (Multi-domain Collabora-
tive Filtering with Link Function) [58], CLP-GP (Collective Link
Prediction via Gaussian Process) [6] and NB-MCF (Nonparametric
Bayesian Multitask Collaborative Filtering) [7] apply the same idea
of sharing common latent features for problems with multiple
user-side auxiliary rating matrices, and learn users' preferences
and similarities between the target and auxiliary data simulta-
neously, which are shown to be more effective as compared with
sharing the latent features alone. LOCABAL (LOCAl and gloBAL)
[53] collectively factorizes one user–item rating matrix weighted
by users' global reputations and one user–user social matrix
weighted by cosine similarities, with the constraint of sharing the
same user-specific latent feature matrix. STLCF (Selective Transfer
Learning for Collaborative Filtering) [32] learns the user pre-
ferences in a joint and selective manner from multiple user-
aligned data via selectively transferring high quality knowledge
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of consistent data, which is empirically more accurate than col-
lective knowledge transfer without selection. The effectiveness of
selective knowledge transfer has also been verified in collaborative
recommendation with heterogeneous implicit feedbacks [44].

TCF (Transfer by Collective Factorization) [38] collectively fac-
torizes a 5-star numerical target data R and a binary like/dislike
auxiliary data, and assumes that both the user-specific and item-
specific latent feature matrices are the same. Besides the shared
latent features, TCF uses two inner matrices to capture the data-
dependent information, which is different from the inner matrix
used in CBT [26] and RMGM [27] as described in Section 3.2. The
strategy to share some common knowledge and to not share some
specific effect is a sophisticated knowledge transfer approach,
which is expected to be more applicable to other applications. A
recent extension called iTCF (interaction-rich TCF) [40] achieves a
good balance between the efficiency of stochastic update rules or
stochastic learning in CMF [52] and the effectiveness of knowledge
transfer for heterogeneous data in TCF [38]. iTCF is an efficient
transfer learning algorithm, which shares user-specific latent fea-
tures in a smooth manner in addition to requiring the same item-
specific latent features.
1 http://www.wikipedia.org/
5. Integrative knowledge transfer

Integrative knowledge transfer incorporates the raw auxiliary data
as known knowledge into the learning task on the target data. It can
be considered as an embedded knowledge transfer approach similar to
feature engineering, information fusion and data integration methods.
Mathematically speaking, we can instantiate the generic framework in
Eq. (1), and have (i) transfer via prediction rule, minΘEðΘjR;
AÞþRðΘÞ, (ii) transfer via regularization, minΘEðΘjRÞþRðΘjAÞ,
and (iii) transfer via constraint, minΘEðΘjRÞþRðΘÞ; s:t:ΘACðAÞ. It
is interesting to see that we include the raw auxiliary data A instead
of the extracted knowledgeK, which is thus different from the way of
adaptive knowledge transfer as shown in Section 3.

5.1. Transfer via prediction rule

Typically, once a recommendation model has been built using
some training data, we can use a prediction rule such as [23] r̂ ui
¼ μþbuþbiþUu�V

T
i� or r̂ ui ¼Uu�V

T
i� in order to predict user u's

preference on item i. Note that Uu� and Vi�AR1�d are user u's and
item i's latent feature vectors, respectively, and μ is the global
mean, bu is user u's bias, and bi is item i's bias.

FM (Factorization Machines): FM [47] represents the user–item
feedback matrix R in a novel way, i.e., a design matrix XA
f1;0gq�ðnþmÞ and a rating vector rAf1;2;3;4;5gq�1, where q is the
number of ratings in R. For a rating triple ðu; i; ruiÞ of the user–item
feedback matrix R, the corresponding row of the design matrix is
x¼ fðu;1Þ; ði;1ÞgAR1�ðnþmÞ, where the uth and ðnþ iÞth entries are
1's and all other entries are 0's, and the value of the corresponding
entry of the rating vector r is rui. Then, we have a revised predic-
tion rule with pairwise interactions between latent factors [47],

r̂ ui ¼w0þ
Xnþm

j ¼ 1

wjxjþ
Xnþm

j ¼ 1

Xnþm

j0 ¼ jþ1

xjxj0wjj0 ; ð5Þ

where wjj0 denotes the inner product of two latent feature vectors.
With the new representation via the design matrix, we can aug-
ment it with some auxiliary data in a simple but effective pre-
processing step of feature engineering, such as user-side auxiliary
ratings [30]. Note that, when no auxiliary data is fused, the pre-
diction rule is the same as that of basic matrix factorization, i.e.,
r̂ ui ¼w0þwuþwnþ iþwu;nþ i, where w0 is the global mean (i.e., μ),
wu is user u's bias (i.e., bu), wnþ i is item i's bias (i.e., bi), and wu;nþ i
¼Uu�V
T
i� is the inner product of user u's and item i's latent feature

vectors.
Besides the design matrix used in FM [47], there are some other

approaches to incorporate auxiliary data via a revised prediction
rule. RSTE (Recommendation with Social Trust Ensemble) [33]
designs a mixed prediction rule with two terms, r̂ ui ¼ λUu�V

T
i� þ

ð1�λÞPu0 AT þ
u
~eu0 iUu0 �V

T
i� , where T þ

u is the set of trusted friends of
user u and

P
u0 AT þ

u
~eu0iUu0 �V

T
i� represents the friends' overall taste on

item i. Note that ~eu0i is estimated from the user-side social network
or the target user–item rating matrix [33]. BMFSI (Bayesian Matrix
Factorization with Side Information) [46] designs an integrated
prediction rule for both the target feedback data and the auxiliary
data, r̂ ui ¼ Uu�V

T
i� þwu _x

T
uiþwi €x

T
ui, where _xuiAR1� _dx and €xuiAR1� €dx

are, respectively, user-side and item-side raw features related to
the rating at (u, i) of R, including the rating's time information,
user u's latest two ratings, the ratings provided by user u on those
5 most similar movies measured in Pearson correlation coefficient,
the features of movie directors and actors extracted from
Wikipedia,1 etc. Another recent feature engineering based model
called SVDfeature [10] is an efficient but restricted case of FM,
which is also able to incorporate users' demographics, items'
descriptions and contextual information. The rich pairwise inter-
actions in FM [47] as shown in Eq. (5) are able to capture more
complex correlations among the variables, which are thus expec-
ted to generate better recommendations.

Integrating auxiliary data into the prediction rule is an effective
approach for knowledge transfer, where the knowledge of the raw
auxiliary data (or more specifically part of model parameters) is
learned automatically. However, the revised prediction rule will
also make the learning and prediction procedures more expensive
regarding the time and space complexity.

5.2. Transfer via regularization

The main idea of integrative transfer via regularization is to
constrain the latent feature matrices or vectors to be similar
between related users or items, e.g., similar users according to
tagging information [59] or socially connected users [17].

TagiCoFi (Tag Informed Collaborative Filtering): TagiCoFi [59] is
proposed for incorporating social tagging data into the target
numerical rating data. Specifically, it first constructs a user–user
similarity matrix from social tagging data and then introduces an
additional regularization term to the basic matrix factorization
[59],

Xn

u ¼ 1

Xn

u0 ¼ 1

_suu0‖Uu� �Uu0 �‖2F ; ð6Þ

where _suu0 is the similarity between users u and u0, and thus
transfers knowledge of the nearest neighbors' taste by constrain-
ing the user-specific features to be similar in the latent space.

SocialMF (Social Matrix Factorization) [17] studies the effect of
trust propagation and generalizes the basic matrix factorization
model by introducing a different additional regularization term
from trusted friends [17],

Xn

u ¼ 1

‖Uu� �
X

u0 AT þ
u

_suu0Uu0 �‖2F ; ð7Þ

where T þ
u is the set of trusted friends of user u (excluding user u

himself/herself) and _suu0 is the similarity between users u and u0

obtained from social networks. Similarly, it transfers knowledge of
the friends’ taste via constraining the user-specific features to be
similar in the latent space.

http://www.wikipedia.org/
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We can see that the regularization term in Eq. (6) focuses on
the distance between a user' feature vector and each of his/her
friends' feature vectors, while the regularization term in Eq. (7)
defines the distance between one user's feature vector and a
weighted sum of his/her friends' feature vectors. A recent work on
TV channel recommendation studies the effect of combining those
two regularization terms for both users and items and obtains
better recommendation performance [57], which shows the
complementary effect of those two types of regularization in
knowledge transfer. Another interesting point is that the regular-
ization terms in Eqs. (6), (7) and (2) can all be considered as soft
constraints imposed on latent features.

Knowledge transfer via regularization usually increases the
computational complexity in the training step, but remains the
same in the prediction step since the prediction rule is not chan-
ged, which is thus more efficient than the aforementioned strategy
of transfer via prediction rule in Section 5.1.

5.3. Transfer via constraint

TIF (Transfer by Integrative Factorization): TIF [43] aims to
incorporate knowledge from social impressions or anchoring
effects, which are represented as score intervals called uncertain
ratings. Specifically, it studies on how to leverage auxiliary
uncertain ratings, denoted by ½aui; bui�, to the target data of
numerical ratings. Different from most previous works, it incor-
porates auxiliary data through some constraints defined on the
score intervals in addition to the basic matrix factorization [43],

r̂ uiACðaui; buiÞ; ð8Þ
where the constraint, r̂ uiACðaui; buiÞ, requires that the estimated
preference by the learned model should be in the range of the
corresponding auxiliary uncertain rating.

Integrative knowledge transfer via constraint is related to
knowledge-based recommendation [18], where a user's additional
constraint or requirement needs to be satisfied during recom-
mendation. Incorporating auxiliary data via constraints is also
flexible since auxiliary data can usually be represented as some
constraints.
6. Discussions and future directions

6.1. Discussions

We summarize some representative works of transfer learning
for collaborative recommendation with auxiliary data (TL-CRAD)
in Table 2. We can see that integrative knowledge transfer via
prediction rule and collective knowledge transfer via constraint
have recently received more attention, which are also the state-of-
the-art TL-CRAD algorithms w.r.t. recommendation accuracy in
corresponding problem settings. The interaction between auxiliary
data and target data usually becomes richer from adaptive,
Table 2
Some representative works of transfer learning for collaborative recommendation with a
including different knowledge transfer algorithm styles and different knowledge tran
instantiations of the generic framework in Eq. (1), i.e., minΘ;KEðΘ;KjR;AÞþRðΘjK;AÞþ

Style Strategy

Prediction rule Regularization

Adaptive min
Θ

EðΘjRÞþRðΘjKÞ , e.g.,CST [4

Collective

Integrative min
Θ

EðΘjR;AÞ þRðΘÞ, e.g., FM [47], etc. min
Θ

EðΘjRÞþRðΘjAÞ , e.g., tagiC
collective to integrative algorithm styles, which are believed to
enable more effective knowledge transfer. However, the time
complexity may also increase from adaptive to integrative algo-
rithm styles, especially of the cost caused by sophisticated pre-
diction rules and regularization terms used in integrative knowl-
edge transfer approaches. We can also see that there are some
blank and few-work entries in Table 2, which provide opportu-
nities for further studies.

Parallel to various data modeling methods in Table 2, there are
also some recommendation approaches based on user modeling,
which may be developed for TL-CRAD so as to further expand the
two-dimensional categorization used in Table 2. A recent brief
survey [25] studies cross-domain collaborative filtering in the
perspective of collaborative domain (i.e., source domain and target
domain in classic transfer learning [37]) and knowledge transfer
style, which is different from our focus on “how to transfer” in
transfer learning in a more general and practical recommendation
problem. An extended survey of cross-domain recommendation
[12] mainly focuses on relations between domains, including
content-based relations and collaborative filtering based relations.
The most recent comprehensive survey on collaborative filtering
with additional information [51] focuses on different memory-
based and model-based methods on exploiting rich side infor-
mation. Those three surveys consistently emphasize the impor-
tance of problem settings or recommendation scenarios such as
domains, relations and side information. Note that the types of
auxiliary data may also be introduced as an additional dimension
for TL-CRAD such as “where to transfer” and “what to transfer”, or
even which part of auxiliary data can be transferred [20], for dif-
ferent TL settings, which is an orthogonal dimension with our focus
of TL techniques in this survey.

Besides our focus of TL techniques in this survey, we may also
study the representative works in Table 2 from the perspective of
TL settings, including four different types of auxiliary data in
Table 1, and four different sides of auxiliary data, i.e., user side,
item side, frontal side (or user–item interaction [51]) and that
without overlap. Specifically, CST [42] is for two-side implicit
feedbacks, CBT [26] and RMGM [27] are for auxiliary explicit
feedbacks without overlap, CMF [52] is for item-side content, TCF
[38] is for frontal-side binary feedbacks, TIF [43] is for frontal-side
uncertain ratings, tagiCoFi [59] is for frontal-side tags, BMFSI [46]
is for two-side features, and FM [47] is for frontal-side context or
user-side content information.

In this survey, we do not include empirical studies of the sur-
veyed representative works, because (i) different TL techniques are
usually designed for different recommendation scenarios, (ii) a
typical TL technique is usually developed to improve some specific
non-TL techniques (e.g., techniques without leveraging auxiliary
data or techniques exploiting auxiliary data without explicitly
addressing the data difference), and (iii) some TL techniques are
designed for different goals though for the same recommendation
problem, e.g., TCF [38] and iTCF [40] are for accuracy and
uxiliary data (TL-CRAD) in the perspective of “how to transfer” in transfer learning,
sfer strategies. We also include the corresponding mathematical formulations as
RðKÞ; s:t: ΘACðK;AÞ.

Constraint

2],etc. min
Θ

EðΘjRÞ; s:t: ΘACðKÞ , e.g.,CBT [26],etc.

min
Θ;K

EðΘjRÞþRðΘÞþEðKjAÞþRðKÞ; s:t: ΘACðKÞ , e.g., CMF [52], etc.

oFi [59], etc. min
Θ

EðΘjRÞþRðΘÞ; s:t: ΘACðAÞ , e.g., TIF [43], etc.
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efficiency, respectively. Note that the aforementioned related
surveys [12,25,51] do not include empirical evaluations either.

For ease of investigation of new transfer learning algorithms,
we compile a list of popular and public data sets below:

� MovieLens (http://grouplens.org/datasets/movielens/) is a
famous benchmark that contains target data of numerical rat-
ings and auxiliary data of content (e.g., item description, tag)
and context (e.g., time);

� Amazon reviews (https://snap.stanford.edu/data/web-Amazon.
html) is a real industry data that contains target data of
numerical ratings and auxiliary data of content (e.g., reviews,
item description), context (e.g., time), network (e.g., item–item
relations derived from users’ transactions), and feedback (e.g.,
numerical ratings of a related product domain);

� Yahoo! Music user ratings (https://webscope.sandbox.yahoo.
com/catalog.php?datatype¼c) is used in KDD Cup 2011, which
contains target data of numerical ratings and auxiliary data of
context (e.g., time) and network (e.g., item–item relations
reflected in the item taxonomy);

� HetRec 2011 is used for a specific workshop held within RecSys
2011, which contains target data of numerical ratings and aux-
iliary data of content (e.g., tag), context (e.g., time), and network
(e.g., social connections); and

� Flixter (http://socialcomputing.asu.edu/datasets/Flixster), Epio-
nions and Ciao (http://www.public.asu.edu/� jtang20/data
setcode/truststudy.htm) are commonly used benchmarks with
target data of numerical ratings and auxiliary data of social
connections.

6.2. Future directions

As a fertile interdisciplinary research area of recommendation
and transfer learning, there are various exciting directions worth
further exploration in TL-CRAD. In this section, we include several
major directions w.r.t. techniques, data, objectives, explanation
and security:

Heterogeneous techniques ensemble: Different transfer learning
techniques for CRAD as described in the survey have their own
advantages and disadvantages regarding recommendation effec-
tiveness, and learning and prediction efficiency. It is thus natural
to design some heterogeneous knowledge transfer algorithm styles
and heterogeneous knowledge transfer strategies [41] in order to
achieve a better balance among flexibility, effectiveness and effi-
ciency. Such heterogeneous TL techniques are expected to be
superior than a simple combination of existing TL techniques.

Heterogeneous data integration: An existing transfer learning
technique is usually designed for a typical recommendation sce-
nario, while a real recommendation application usually contains
more than one type of auxiliary data such as social networks and
mobile context. Hence, it is very useful to develop a unified fra-
mework for heterogeneous auxiliary data integration. Furthermore,
with more and more available data, a scalable and distributed
framework for heterogenous data is also needed.

Multi-objective recommendation: Existing transfer learning
techniques in CRAD are mainly for rating prediction and item
recommendation, while a real recommender system requires a
multi-objective evaluation such as accuracy, diversity and even
serendipity, or even the effectiveness and quality of online net-
work services [9] when items are of large sizes. Hence, it is well
motivated to design a more sophisticated objective function with
different evaluation metrics when exploiting the auxiliary data.

Explanation and security: Most of transfer learning techniques
in CRAD are developed for sparsity reduction in the target data.
For a real recommender system, auxiliary data may be taken as a
source for explanation generation of the recommended items, and
even for robustness against malicious attacks or fake views [8].

Practice of leveraging auxiliary data in collaborative recom-
mendation via transfer learning also expands the traditional
categorization of recommendation approaches with one more
branch, i.e., collaborative recommendation with auxiliary data, in
addition to the two main approaches of content-based recom-
mendation and collaborative recommendation. Researches or prac-
tices of TL-CRAD are also quite interesting in the big data and AI
era, especially of the data variety or heterogeneity as commonly
known as one of the major properties of today's data [60].

6.3. Conclusion

In this survey, we have discussed three knowledge transfer
strategies for collaborative recommendation with different types
of auxiliary data. Generally, each strategy can be applied to any
type of auxiliary data, though different strategies may result in
different effectiveness and efficiency. In order to fully exploit the
complementary property of different strategies, we believe that
designing hybrid knowledge transfer strategies will provide better
performance in most cases.
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