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Heterogeneous one-class collaborative filtering is an emerging and important problem in recommender sys-
tems, where two different types of one-class feedback, i.e., purchases and browses, are available as input data.
The associated challenges include ambiguity of browses, scarcity of purchases, and heterogeneity arising from
different feedback. In this article, we propose to model purchases and browses from a new perspective, i.e.,
users’ roles of mixer, browser and purchaser. Specifically, we design a novel transfer learning solution termed
role-based transfer to rank (RoToR), which contains two variants, i.e., integrative RoToR and sequential RoToR.
In integrative RoToR, we leverage browses into the preference learning task of purchases, in which we take
each user as a sophisticated customer (i.e., mixer) that is able to take different types of feedback into consid-
eration. In sequential RoToR, we aim to simplify the integrative one by decomposing it into two dependent
phases according to a typical shopping process. Furthermore, we instantiate both variants using different
preference learning paradigms such as pointwise preference learning and pairwise preference learning. Fi-
nally, we conduct extensive empirical studies with various baseline methods on three large public datasets
and find that our RoToR can perform significantly more accurate than the state-of-the-art methods.
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1 INTRODUCTION

In recommender systems, users’ behaviors are one of the most important sources of information
considering their value of learning and mining users’ preferences for personalized delivery or ad-
vertisement. For a typical online system, users’ behaviors are usually in different forms. For exam-
ple, users may browse some products before purchasing one from an e-commerce site, go through
some restaurants before selecting one in a group-buying app, or read some introduction before
taking a course on a massive open online course (MOOC) site, and so on. Based on this observa-
tion, some recent recommendation works have switched from traditional problem settings such
as rating prediction or item recommendation with homogeneous user feedback to item ranking
with heterogeneous feedback. In particular, heterogeneous implicit feedback (HIF) [21] or het-
erogeneous one-class collaborative filtering (HOCCF) [19] is an emerging branch in the research
community of recommender systems. To fully make use of such heterogeneous feedback of pur-
chases and browses, there are some specific challenges arising from the characteristics of the data.
For instance, the browse data are of some ambiguity regarding the users’ preferences, the pur-
chase data are usually few as compared with the browse data, and the feedback are heterogeneous
as they are associated with different actions and intents.

Some recent works have attempted to adapt some seminal recommendation algorithms for
modeling homogeneous one-class feedback to the task of HOCCEF. For instance, in adaptive
Bayesian personalized ranking (ABPR) [21], an adaptive confidence learning algorithm based on
TrAdaBoost [5] and BPR [24] is developed, where the learned confidence-weighted feedback are
then modeled in the well-known pairwise preference learning framework. In transfer via joint
similarity learning (TJSL) [19], a joint similarity learning algorithm based on FISM [12] is designed,
where two different types of similarities are learned, one for that between candidate items and
purchased items, and the other for that between candidate items and likely-to-prefer items as
identified from the browsed ones. Both ABPR [21] and TJSL [19] are based on transfer learning
methods [18, 37] for sharing knowledge between two different types of feedback, which are
expected to address the scarcity challenge of the purchase data well. However, a major limitation
of ABPR and TJSL is the efficiency, which is also observed in our empirical studies, especially on a
large dataset. Very recently, a simple yet effective method called role-based Bayesian personalized
ranking (RBPR) [22] is proposed to address the efficiency issue in ABPR and TJSL via a two-stage
sequential framework. However, the sequential modeling technique in RBPR is lack of principled
foundation for preference learning in two stages. Furthermore, the performance improvement
obtained in RBPR is not very significant as compared with some strong baselines such as matrix
factorization with logistic loss and item-oriented memory-based collaborative filtering, which
can also be found in our empirical studies.

In this article, we design a novel transfer learning solution from the perspective of users’ roles
of mixer, browser, and purchaser, i.e., role-based transfer to rank (RoToR). First, we propose to
digest the heterogeneous feedback from the perspective of a sophisticated customer (i.e., mixer)
that is able to make well-informed decisions based on a mix of historical actions of purchases and
browses, and then design an integrative algorithm called RoToR(int.). Second, we further simplify
RoToR(int.) by decomposing it into two sequential phases from the perspective of first as a browser
and then as a purchaser, which is expected not to sacrifice the accuracy. We denote the sequential
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Fig. 1. lllustration of role-based transfer to rank (RoToR) for heterogeneous one-class collaborative filtering
(HOCCF), including integrative RoToR and sequential RoToR.

variant as RoToR(seq.), which is easier for implementation, deployment, and maintenance. Fur-
thermore, we adopt different preference learning paradigms in RoToR(int.) and RoToR(seq.), i.e.,
pointwise preference learning and pairwise preference learning, and thus have four specific algo-
rithms, including RoToR(poi.,int.), RoToR(pai.,int.), RoToR(poi.,seq.) and RoToR(pai.,seq.). Notice
that we do not include listwise preference learning because they are usually designed for numer-
ical scores in recommendation and information retrieval [31, 32] instead of one-class data in our
studied problem. And designing a novel listwise learning to rank algorithm is also vertical to our
focus in this article. Finally, we conduct extensive empirical studies with various baseline methods
and showcase the effectiveness of our RoToR in delivering accurate top-K items to each end user.

We summarize our main contributions as follows: (i) we study an important recommendation
problem, i.e., heterogeneous one-class collaborative filtering (HOCCF), from a new perspective of
users’ roles in a principled ways; (ii) we design a novel transfer learning solution, i.e., RoTor, for
the studied problem; and (iii) we conduct extensive empirical studies on three large datasets with
various baseline methods, and showcase the effectiveness of our proposed solution.

2 ROLE-BASED TRANSFER TO RANK

In this section, we first formally define the studied problem and then describe our proposed transfer
learning solution, i.e., RoToR, in detail. Our RoToR, as shown in Figure 1, contains an integrative
variant and a sequential variant denoted by RoToR(int.) and RoToR(seq.), respectively. The first
variant RoToR(int.) interprets the heterogeneous one-class feedback as a whole from the perspec-
tive of a sophisticated customer (i.e., mixer) who is able to make judgements based on two different
types of feedback systematically. The second variant RoToR(seq.) is a decomposed version of Ro-
ToR(int.) mainly for simplicity, which consists of two dependent learning phases w.r.t. that of two
different roles of browser and purchaser. We will describe those two variants in detail in the sequel.

2.1 Problem Definition

In the studied HOCCF problem, we have two different types of one-class feedback, i.e., browses
B = {(u,i)} and purchases P = {(u,i’)}, representing the recorded online behaviors of a set of
users U = {u} to a set of items 7 = {i}. We use B, = {i|(u,i) € B} and P, = {i’|(u,i’) € P} to
denote the set of browsed items and the set of purchased items by user u, respectively. The goal
of HOCCEF is then to rank the not-yet purchased items, i.e., 7\, for each end user u € U.

Notice that the main characteristic of HOCCF as compared with the well-studied one-class col-
laborative filtering (OCCF) problem is that the input data of HOCCF is heterogeneous one-class
feedback such as purchases and browses instead of homogeneous one-class feedback such as pur-
chases only.

We list some commonly used notations and their explanations in Table 1 for quick reference.
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Table 1. Some Notations and Explanations

n=|U| user number

m=|T| item number

ueU user ID

i,i'’e’l item ID

R ={(u,i)} universe of all possible (user, item) pairs

P = {(u,i)} (user, item) pairs denoting purchases

Py set of items purchased by user u

B ={(u,i")} (user, item) pairs denoting browses

B, set of items browsed by user u

A sampled negative feedback from R\P

Tui ryi = 1if (u,i) e Pand ry; = —11if (u,i) € A

deR number of latent dimensions

b, €R user bias

bi eR item bias

U,. € Rxd user-specific latent feature vector

V;. e RIxd item-specific latent feature vector

Wy € R4 item-specific latent feature vector

Fui predicted preference of user u to item i

Fuijs filj}’ preference difference in pairwise preference learning

fff;) predicted preference of user u to item i in a factorization-based method
ffjiv) predicted preference of user u to item i in a neighborhood-based method
sg,(;.) learned similarity between item i’ and item i

fl(jiv/) predicted preference of user u to item i in item-oriented CF

sl?;.) predefined similarity (Jaccard index) between item i’ and item i
Ni A nearest set of items of item i

T iteration number in the algorithm

2.2 Integrative Role-Based Transfer to Rank

In our integrative variant of RoToR, i.e., RoToR(int.), we assume that a user acts as a mixer and
is able to integrate two different types of one-class feedback in his/her decision-making process.
Specifically, we follow the seminal work on integrating heterogeneous feedback of ratings and
examinations [13], and have the estimated preference of user u to item i as follows:

. A(F) | AN
Fui = rl(“.) + rl(“. ), (1)

where £} = b, + by + U, V! and 7)) = L= Yy, st} = b= Zves, WiV are the predic-
tion rules of the classical factorization-based method and the neighborhood-based method, respec-
tively. The variables in those two prediction rules are the user bias b, € R, the item bias b; € R,
the user-specific latent feature vector U,,. € R4 the item-specific latent feature vector V;. € RIxd,

) Notice that the

i'i

and the item-specific latent feature vector Wy.. € R™¢ in the learned similarity s
terms fl(ll? and fl(fl.v) in Equation (1) are used to model the purchases and browses, respectively. Such

integrative modeling will usually improve the recommendation accuracy. The reason is that the
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knowledge of users’ preferences beneath browses are transferred to the learning task of purchases
in a way that ensures users with similar browsing history will have similar purchasing behav-
iors in the future. The differences between our work and SVD++ [13] are mainly threefold: (i) we
define the prediction rule on purchases and browses, instead of on ratings and examinations in
Reference [13]; (ii) we use the prediction rule for item ranking, instead of for rating prediction in
Reference [13]; and (iii) we embed the prediction rule in pointwise logistic loss and pairwise loss,
instead of pointwise square loss in Reference [13]. Notice that when more types of user behaviors
are available, we may further expand the prediction rule in Equation (1) with additional terms
defined on other types of behaviors.

With the expanded prediction rule that is able to fuse two different types of one-class feedback
as shown in Equation (1), we adopt two different preference learning paradigms, i.e., pointwise
preference learning and pairwise preference learning, in two specific algorithms, which will be
described in the subsequent two subsections.

2.2.1 Pointwise Preference Learning. In pointwise preference learning, we model each (user,
item) pair of the behavior data independently. To address the problem of lack of negative feedback,
we sample some (user, item) pairs that are not observed in the purchase data, i.e., A from R\P,
where | A| = p|P| [12]. With the positive feedback in # and the sampled negative feedback in A,
we have the objective function as follows:

min > fur ©)

(u,i)ePUA
where © = {U,.,b,,u=1,2,...,m;W;.,V;.,b;,i = 1 2,. } are model parameters to be learned,
and ful log(l +eXP( rulrut)) + au”U “F ||V ”F ZieBu |W ”F ﬁ_ubz ﬂvbz is

the tentative objective functlon for the (u,1) palr Notice that the prediction rule is 7,,; = r( ) 4
A(N) =b, +b; + U, VT \W e, Wi Vl ,and ry; = 1if (u,i) € P and ry; = —11if (u,i) € A,
denotmg a positive and negative preference, respectively.

We can see that our integrative RoToR with pointwise preference learning, i.e., RoToR(poi.,int.),
is mainly based on the prediction rule of SVD++ [13] and the pointwise preference learning par-
adigm in LogisticMF [11]. We design RoToR(poi.,int.) in this way, aiming to inherit the merits of
SVD++ in modeling heterogeneous feedback and that of LogisticMF in modeling one-class feed-
back.

To solve the optimization problem in Equation (2), we adopt the commonly used stochastic
gradient descent (SGD) algorithm. Specifically, for each (u,i) € P U A, we have the gradients of

S, Gt Gt i and Flut as follows:

6 ui R

65 = —ruio(=ruifui)Vi. + a, Uy, .

afui R B

T —ruio(—ryifui) Uy, + Uy.) + a0 Vi, @

a ui R
u

of.:

aj;:'l = —rui0(=Tuifui) + Pobi, ©)
1

Ofyi 1

ful ruio(—ruifui)—vﬁ + awVVvi/‘, l-/ c Bu, (7)

W VIBul
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where o(x) = is the sigmoid function, and U,,. = @ 2.ires, Wr. is a certain virtual user-

1
Ttexp(~x)
specific latent feature vector of user u aggregated from the set of browsed items B,,.

With the gradients in Equations (3)—(7), we can update the model parameters as follows:

0fui
80, °

where 0, € © denotes a certain model parameter, i.e., Uy,., V;., by, b; or Wy. with i’ € B,,, and y is
the learning rate.

We depict the learning algorithm in Algorithm 1. In Algorithm 1, we can see that the algorithm
mainly contains two loops. In the outer loop, we randomly sample a set of not-yet purchased
items for each user to construct an expanded set of user behaviors with both positive feedback and
negative feedback, i.e., # U A. In the inner loop, we update the model parameters based on each
randomly drawn (u, i) pair from P U A. Notice that the knowledge transfer process is reflected in
the prediction rule that fuses the two types of one-class feedback.

Orp1 < 0 = Y 3)

ALGORITHM 1: The algorithm of integrative RoToR with pointwise preference learning, i.e., RoToR
(poi.,int.).

Input: Purchases # and Browses 8
Output: Top-K recommended items for each user
Initialization: Initialize model parameters ©

1: fort=1,...,T do

2:  Randomly pick up a set A with |A| = p|P|

3 fort, =1,...,|PUA| do

4 Randomly pick up a pair (u, i) from P U A

5: Calculate 7,,; via Equation (1)

6 Calculate the gradients via Equations (3)—(7)
7 Update the model parameters via Equation (8)
8 end for

9: end for

2.2.2  Pairwise Preference Learning. In pairwise preference learning, we focus on the differ-

ence of user u’s preference to item i and item j, ie., 7,; — 7, from which we can see that the

user bias b, in fl(j) of Equation (1) will then be of no use in such a difference. We thus remove

by, in pairwise preference learning, and have the prediction rule 7,; = f'l(j) + fl(j;[) =b; + Uu.Vl..T +

ﬁ Dires, W,/VIT Finally, we adopt the classical pairwise objective function for purchases for

Y53 g

uel ieP, jeI\P,

preference learning [24],

where © = {U,.,u=1,2,...,n;W;.,Vi.,b;,i =1,2,...,m} denotes the set of parameters to
be learned, and fy;; = —In o (Fui = Fuj) + GIUL NP + NV I? + SNV + 52 Sies, IWe D17 +
%" 16;11% + ﬁTU |Ib;1|? is the tentative objective function for every two (user, item) pairs, i.e., (u, i) and
(u. ).

We can see that our integrative RoToR with the pairwise preference learning paradigm, i.e.,
RoToR(pai.,int.), combines the prediction rule of SVD++ [13] and the pairwise preference assump-
tion in BPR [24] in a principled way for the studied problem. Similar to that of RoToR(poi.,int.), our
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RoToR(pai.,int.) is expected to inherit the merits of BPR in pairwise preference learning as well as
that of SVD++ in heterogeneous preference handling.

To solve the optimization problem in Equation (9), we again follow the common practice of
using the efficient SGD algorithm. Specifically, for a randomly sampled triple (u, i, j) in SGD, we

. Ofuij Ofuij Ofuij Ofuij Ofuij Ofuij .
have the gradients of U, OV OVs by by and W, as follows:
8f”ij = _O.(_fui')(VP - V) + auUuw (10)
aU,. / /
0 fuij . _
- = _U(_ruij)(Uu- +Uy) + a, Vi, (11)
av;.
8fuij = _O'(_fui')(_Uu‘ - Uu) + (ZUV-‘, (12)
6‘/} J J
afuij ~
b 0 (=Fuij) + Pobi, (13)
0 fui A
=L = —5(=Fuij)(—1) + Bobj. (14)
ob;
afu,-j Vi.=V;
= —0(~Fui)) —L + a, Wy, i’ € By, 15
oW, a( rulj) B Aw Wi, 1 u (15)
where Fy;; = Fui — Fuj is the preference difference, and U,. = |B;u| ires, Wr. is the aggregated
feature vector.
With the gradients, we can update the model parameters,
i - Ofun
Ore1 — 0 —y fi”, (16)
00,

where 9~T € © denotes a certain model parameter, i.e., Uy,., V., Vj., b;, bj or Wy. with i’ € 8,and y
is the learning rate.

We depict the learning algorithm in Algorithm 2. In Algorithm 2, we can see that in each of the
T|P| loops, we update the model parameters w.r.t. a randomly drawn triple (u, i, j).

ALGORITHM 2: The algorithm of integrative RoToR with pairwise preference learning, i.e., RoToR(pai.,int.).

Input: Purchases # and Browses 8
Output: Top-K recommended items for each user
Initialization: Initialize model parameters ©

1: fort=1,...,T do
2 fort, =1,...,|P| do
3 Randomly pick up a pair (u, i) from P
4 Randomly pick up an item j from 7'\P,
5: Calculate 7,; and 7y via Equation (1) without by,
6 Calculate ryjj = fyj — Fyj
7 Calculate the gradients via Equations (10)—(15)
8: Update the model parameters via Equation (16)
9:  end for
10: end for
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2.3 Sequential Role-Based Transfer to Rank

The prediction rule in Equation (1) is well known as a seminal work of integrating heterogeneous
feedback by two classical recommendation methods, i.e., ffp for the factorization-based method

and fLJ;]) for the neighborhood-based method. The improved performance also demonstrates the
complementarity of the two different types of feedback as well as the two different recommen-
dation methods. However, the model of RoToR(int.) is of high complexity, considering the devel-
opment, maintenance and upgrade because of the additional term fl(jiv). With this observation, we
further design a simplified solution without sacrificing the accuracy.

To achieve a good balance between accuracy and simplicity, we propose to decompose the pre-
diction rule in Equation (1) in a spirit of reverse engineering. Specifically, we assume that the
complementarity of the factorization-based method and the neighborhood-based method in the
prediction rule of integrative RoToR as shown in Equation (1) is likely to be preserved if we can
combine the two methods in a different but proper way. In RoToR(int.), the neighborhood-based
method assists the factorization-based method via an additional term defined on the browses in
the factorization framework, where the latter is more aggressive in approximating the feedback
data than the former.

Following the above discussion, we propose to decompose the integrative variant, i.e., Ro-
ToR(int.), and combine the two units in a sequential and coarse-to-fine manner, i.e., first,
neighborhood-based method, and then factorization-based method. This mechanism is designed
to make the preference learning task from less aggressive to more aggressive. Mathematically, we
represent the decomposition from an integrative manner to a sequential manner as follows:

FN B ) ) )

>

where “~” and “—” are the decomposition (or approximation) procedure and the sequential rela-
tionship, respectively. We denote the sequential variant as RoToR(seq.) and illustrate the decom-
position process in the right part of Figure 1. In Figure 1, we can see that RoToR(seq.) contains two
dependent phases with shared knowledge of candidate lists of items in a similar way to that of a
recent work on transfer to rank (ToR) [20]. The differences between our RoToR(seq.) and ToR [20]
are as follows: (i) the studied problem is different, i.e., purchases and browses in this article, and
ratings and examinations in Reference [20]; (ii) the technique is different, i.e., a coarse-to-fine com-
bination of a neighborhood-based method and a factorization-based method in this article, and two
factorization-based methods with first pairwise preference learning and then pointwise preference
learning in Reference [20]. Notice that we may extend the two-phase sequential approach in Equa-
tion (17) to a three- or four-phase approach to model more types of user behaviors.

In the first phase of RoToR(seq.), we obtain a candidate list of items via a neighborhood-based
method, i.e., item-oriented collaborative filtering (ICF). Specifically, the prediction rule is as fol-
lows:

a =D, sh (18)

"eN;iN(PLUBY)

where sgﬁ) is a predefined similarity (Jaccard index) between item i” and item i based on P U 8, and
N; contains the most similar neighbors of item i. Notice that we treat purchases and browses the
same and union two sets of user behaviors when calculating the predefined similarity with the goal
of identifying some likely to be examined items in this phase. Specifically, we follow Reference [20]
and keep 3K items in the candidate list as the shared knowledge, which will be further refined in
the second phase.
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In the second phase of RoToR(seq.), we have two preference learning paradigms in parallel to
that of integrative RoToR, i.e., pointwise preference learning and pairwise preference learning,
which will be described in detail in the following two subsections.

2.3.1 Pointwise Preference Learning. For pointwise preference learning in the second phase of

sequential RoToR, i.e., RoToR(poi.,seq.), we have a similar objective function to that of Equation (2)
in RoToR(poi.,int.) as follows:
. (F)
min Z fuils (19)

(u, i) ePUA

where ® = {U,.,b,,u=1,2,...,m;V;,b;,i =1,2,...,m} are the model parameters, and fu(f) =
log(1 + exp(—ruif, pE ))) Qu ||Uu.||12, + aTv||Vi.||12, + %bﬁ + ﬁT”blz is the tentative prediction rule de-
fined on the (u,i) pair. Notice that the prediction rule is fb(,f) =b, +b; + Uu‘Vl.,T. And ry; =1 if
(u,i) € P and ry,; = -1 if (u,i) € A denote the positive and negative preference orientation, re-
spectively.

F F F
of) arlh apl?
au,.> 0V’ 0by,

(F)
fuz

and similar to that of

For each (u, i) € P U A, we have the gradients of
Equations (3)—(6).
With the gradients, we can update the model parameters as follows,

(F)
Gri1 — P~y ({;’:{)r

where ¢, € @ denotes a certain model parameter, i.e., U,., V;., b, or b;, and y is the learning rate.

We depict the learning algorithm of RoToR(poi.,seq.) in Algorithm 3. In Algorithm 3, we can
see that it first conducts neighborhood-based preference learning so as to generate 3K candidate
items, and then refines the candidate list by the learned factorization-based pointwise preference
learning model. The shared knowledge between the two tasks is the candidate list of items, which
is the same with that of ToR [20].

(20)

ALGORITHM 3: The algorithm of sequential RoToR with pointwise preference learning, i.e., RoToR
(poi.,seq.).

: Input: Purchases # and browses 8

: Output: Top-K recommended items for each user

: Initialize model parameters ®

: Conduct neighborhood-based preference learning via Equation (18) and obtain 3K candidate items with
highest predicted scores

5: Conduct factorization-based pointwise preference learning via the algorithm in Algorithm 1 with the

(F) (F) (F) (F)
Of i’ Ofui’ Ofu Of i
gradients 50— 3 V s Db and T

Equation (20) predict the scores on those 3K candidate items and refine the candidate list of items

W N =

similar to that of Equations (3)-(6) and update rule in

2.3.2  Pairwise Preference Learning. For pairwise preference learning in the second phase, i.e.,
RoToR(pai.,seq.), we follow the optimization problem in BPR [24],

mlnz Z Z f(lFJ), (21)

uel ieP, jeI\P,
where @ = {Uyou=1,2,...,m;V;,b;,i =1,2,...,m} denotes the set of parameters to be
F A(F) _ A(F o o
leamned, £ = ~Ino (<) - F) SO + IV + SV + B2 11bi11? + B2 16,112, and

uij
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fl(lf) =b; + Uu.ViT is the prediction rule without the user bias b, because it is of no use in pref-
erence difference calculation, i.e., fg) - fl(j;), in the pairwise preference learning paradigm similar

to that of RoToR(pai.,int.).

. . . ofly) ofly) ofl) afl) ofly
For each triple (u,i,j), we have the gradients of 90> V. BV, ab; and ab,; similar to

that of Equations (10)—(14).
With the gradients, we can update the model parameters,

. - afD
Pre1 < Pr -y (;;u;l > (22)

where ¢~T € @ denotes a certain model parameter, i.e., Uy., V., V;., b; or b;, and y is the learning
rate.

Once we have learned the model parameters, we can apply the learned model to the candidate
list and obtain an updated and finalized recommendation list. We depict the learning algorithm of
RoToR(pai.,seq.) in Algorithm 4. In Algorithm 4, we can see that the algorithm is similar to that of
RoToR(poi.,seq.) in Algorithm 3 except the preference learning paradigm in the second phase.

ALGORITHM 4: The algorithm of sequential RoToR with pairwise preference learning, i.e., RoToR(pai.,seq.)

: Input: Purchases # and browses 8

: Output: Top-K recommended items for each user

. Initialize model parameters ®

: Conduct neighborhood-based preference learning via Equation (18) and obtain 3K candidate items with
highest predicted scores

5: Conduct factorization-based pairwise preference learning via the algorithm in Algorithm 2 with the

ofsi afu) Ofu) ofa) . Ofun)

uij uij

gradients -, -+, Sy, b ,and b similar to that of Equations (10)-(14) and update rule in
u- i J i j

B W N =

Equation (14); predict the scores on those 3K candidate items and refine the candidate list of items

3 EXPERIMENTAL RESULTS

In this section, we conduct empirical studies to verify the following two hypotheses:

—RoToR(poi.,int.) and RoToR(pai.,int.) are designed to integrate two different types of one-
class feedback in one single prediction rule, which is then embedded in the classical point-
wise and pairwise preference learning paradigms. We thus would like to see whether
RoToR(poi.,int.) and RoToR(pai.,int.) inherit the merits of SVD++ [13] for combining the
neighborhood-based method and the factorization-based method, and that of logistic matrix
factorization (LogisticMF) [11] and Bayesian personalized ranking (BPR) [24] for pointwise
and pairwise preference learning, respectively.

—RoToR(poi.,seq.) and RoToR(pai.,seq.) are proposed to simplify RoToR(poi.,int.) and Ro-
ToR(pai.,int.) by decomposing their prediction rules into two separate and dependent parts,
which results in two coarse-to-fine sequential learning algorithms. We would like to ver-
ify the hypothesis that RoToR(poi.,seq.) and RoToR(pai.,seq.) will not sacrifice the accu-
racy much as compared with RoToR(poi.,int.) and RoToR(pai.,int.), respectively, because the
merit of the neighborhood-based method and the factorization-based method are likely to
be retained in the sequential algorithms.
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Table 2. Description of the Datasets Used in the Experiments, Including the Numbers
of Users (|U|), Items (|1]), Purchases (|®]), and Browses (|8]) in Training Data, and the
Numbers of Purchases (| (val.)|) in Validation Data, and the Number
of Purchases (|P(te.)|) in Test Data

Dataset | |U| 7] 1P| 18] [Pwal)|  |P(te)] | 1P]: |BI
ML10M 71567 10681 309317 4000024 308673 308702 1:12.93
Netflix 480189 17770 4554888 39628846 4556347 4558506 1:8.700
JJCAI-15 28059 32339 408308 1555412 28059 28059 1:3.809

3.1 Datasets and Evaluation Metrics

In our empirical studies, we study the performance of our RoToR on three large datasets, includ-
ing two simulated HOCCF data MovieLens 10M (ML10M)! and Netflix? used in Reference [22],
and a real-world HOCCF data used in the IJCAI-15 competition.®* ML10M and Netflix are two
well-known datasets in the research community of recommender systems, which contain about
10 million numerical ratings in {0.5,1,1.5,...,4.5,5}, and about 0.1 billion scores in {1, 2, 3, 4, 5},
respectively. For both ML10M and Netflix, we first randomly divide the data into five parts with
equal numbers of (u, i, r,;) triples, then take three parts and keep the (u, i) pairs with r,; =5 in
one part as purchases for training, that in one part as purchases for validation, and that in another
part as purchases for test, and, finally, take the remaining two parts and keep all the (u, i) pairs as
browses. We repeat this procedure three times and obtain three copies of (i) purchases for training,
(ii) browses for training, (iii) purchases for validation, and (iv) purchases for test. In the [JCAI-15
competition, we have a real-world HOCCF data with 3,292,144 purchasing records and 4,8550,713
browsing records from Tmall.com. In particular, the data is processed as follows: (i) we keep the
earliest purchasing record only for each (user, item) pair if it is associated with more than one
purchasing record, and obtain a temporary set of purchasing records targetI; (ii) we keep users
with more than 12 purchasing records and items with more than 16 purchasing records from tar-
get1, and obtain a user set userl, an item set item1, and a refined set of purchasing records target2;
(iii) we keep users with more than 12 purchasing records from target2, and obtain a refined user
set user2 and a further refined set of purchasing records target3; (iv) we keep all items in target3,
and obtain a refined item set item2; (v) we take the most recent purchasing record and the sec-
ond recent one in target3 as test data and validation data, respectively, and the remaining earlier
purchasing records as training data; (vi) we then keep the browsing records with users in user2
and items in item2, and obtain auxiliary1; (vii) we remove browsing records that appear in target3,
and obtain auxiliary2; (viii) we keep the earliest browsing record only for each (user, item) pair
if it is associated with more than one browsing record, and obtain auxiliary3; and, finally, (ix) we
remove any browsing record that is associated with a timestamp larger than that of the purchasing
record of the corresponding user in the validation data, and obtain a final set of browsing records
auxiliary4. Notice that the above two different ways of constructing the training data, validation
data, and test data means that we use time-independent evaluation for ML10M and Netflix, and
time-dependent evaluation for IJCAI-15 [3]. We put the statistics for the first copy of each dataset
in Table 2.

http://grouplens.org/datasets/movielens/10m.
Zhttps://www.netflix.com.
Shttps://tianchi.aliyun.com.
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For evaluation, we use five commonly used ranking-oriented metrics in information retrieval
and item recommendation, including Precision@XK, Recall@K, F1@K, NDCG@XK, and 1-call@K for
the generated top-K ranked list of items.

3.2 Baselines and Parameter Settings

Because HOCCEF is a very recently studied recommendation problem, only a few solutions have
been proposed. In our empirical studies, we thus include the existing and the proposed solutions
for HOCCEF, as well as the state-of-the-art methods for OCCF.

—ICF (item-oriented collaborative filtering) [6] is a classical neighborhood-based recommen-
dation method for OCCEF, in which the Jaccard index is used as the similarity measurement
for every two items. Notice that ICF with both purchases and browses is also used in the
first phase of our sequential RoToR.

—MF (matrix factorization) [25] can be applied to recommendation with homogeneous one-
class feedback (i.e., OCCF) by sampling some unobserved (user, item) pairs as negative feed-
back [17]. We use two different types of loss functions in MF, i.e., square loss and logistic
loss, which are denoted as MF(SquareLoss) and MF(LogisticLoss), respectively. Notice that
MF(LogisticLoss) is also used in the second phase of our sequential RoToR with pointwise
preference learning.

—LDA (latent Dirichlet allocation) [2] models the purchasing behaviors in OCCF by taking
users as documents and items as words [35]. LDA is also a latent factor model similar to
that of matrix factorization, but it is more closer to that of non-negative matrix factorization,
because the learned parameters can be interpreted as non-negative probabilities.

—BPR (Bayesian personalized ranking) [24] is an accurate recommendation algorithm for
homogeneous one-class feedback such as purchases in OCCF, which captures users’ pref-
erences by assuming that a user prefers a purchased item to an unpurchased one. Notice
that BPR is also used in the second phase of our sequential RoToR with pairwise preference
learning.

—FISM (factored item similarity models) [12] aims to improve the predefined similarity in
neighborhood-based methods for OCCF such as ICF by learning the similarities among
items, which is expected to model the users’ one-class feedback more accurately for dif-
ferent data.

— ABPR (adaptive Bayesian personalized ranking) [21] generalizes BPR [24] from the task of
modeling purchases only in OCCF to that with both purchases and browses in HOCCF,
where a confidence weight is learned for each browsing behavior, resolving the uncertainty
of the users’ implicit preferences beneath browses.

—TJSL (transfer via joint similarity learning) [19] is the state-of-the-art method for modeling
heterogeneous one-class feedback in HOCCF, which jointly learns the similarity between
a candidate item and a purchased item, and the similarity between a candidate item and a
likely-to-purchase item. Notice that TJSL is an extension of FISM [12] from learning one
type of similarity to two different types of similarities.

—RBPR (role-based Bayesian personalized ranking) [22] is a very recent solution for consum-
ing two different types of one-class feedback in HOCCF, where a two-stage re-ranking based
approach is designed. In each step of RBPR, the pairwise preference learning algorithm, i.e.,
BPR, is adopted for preference learning.

—RoToR (role-based transfer to rank) is proposed in this article, which contains two variants,
i.e., an integrative variant called RoToR(int.) and a sequential variant called RoToR(seq.).
In RoToR(int.) and RoToR(seq.), the heterogeneous one-class feedback are modeled by the
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Table 3. Recommendation Performance of ICF, MF, LDA, BPR, FISM, ABPR, TJSL, RBPR,
and our RoToR on Heterogeneous One-Class Feedback Constructed from ML10M Using Prec@5,
Rec@5, F1@5, NDCG@5, and 1-call@5

Method | Prec@5 Rec@5 F1@5 NDCG@5 1-call@5

ICF 0.0458+00002  0.0598x0.0001  0.0437x00003  0.0629x00004  0.1948=0.0004
MF(SquareLoss) 0.0533=00002  0.0792x0.0003  0.0540=00001  0.0742x0.0000  0.2316=x0.0010
MF(LogisticLoss) | 0.0688+0000s  0.0963x00006  0.0672:00006  0.096300007  0.28810.001

LDA 0.0548+00001  0.0657100010  0.0497x00002  0.0723+0.0004  0.22900.0009
BPR 0.0629+00002  0.0855100006  0.0603x00003  0.0861+0.0004  0.2648+0.0017
FISM 0.0631x00015  0.0917100023  0.0629z00016  0.0889+0.0026  0.2699+0.0058
ABPR 0.0657+00000  0.0893x00017  0.0632x00000  0.0905x00014  0.2752x0.0039
TJSL 0.0669+00006  0.1006+00001  0.0679+0.0005  0.0958+00002  0.2864+0.0014
RBPR 0.0719+00013  0.0977x00017  0.0690+0.0014  0.0994+00020  0.2990=0.0050

RoToR(pai.,int.) 0.0797+00005  0.1117x00015  0.0776x00007  0.1107x00011  0.3295=0.0016
RoToR(pai.,seq.) 0.0762x00002  0.1040x00005 ~ 0.0734x00000  0.1081:00002  0.3130x0.0019
RoToR(poi.,int.) 0.0811:00004 0.1173:0000s 0.0805:00004 0.1149:00007 0.3361:0.0013
RoToR(poi.,seq.) 0.0779+00001  0.1066+00006  0.0751+0.0002  0.1110x00004  0.3192x0.0020

The number of latent dimensions and the number of nearest neighbors are fixed as 20. Notice that the significantly
best results are marked in bold (p value < 0.01).

concept of neighborhood-based preference learning and factorization-based preference
learning in an integrative manner and in a sequential manner, respectively. RoToR can also
be configured with different preference learning paradigms such as pointwise preference
learning and pairwise preference learning, resulting in four specific algorithms, including
RoToR(poi.,int.), RoToR(pai.,int.), RoToR(poi.,seq.), and RoToR(pai.,seq.).

For MF, BPR, FISM, ABPR, TJSL, RBPR, and our RoToR, we adopt the commonly used SGD
method for model training instead of the batch method because of its low efficiency, fix the di-
mension as d = 20 and the learning rate as y = 0.01 [22], and initialize the model parameters in
the same way with that of RBPR [22]. For BPR and RBPR on ML10M and Netflix, we directly use
the results from Reference [22]. For ICF, we set the size of neighborhood as 20. For LDA, we set the
number of topics as 20. For MF and FISM, we fix p = 3 [12] and randomly sample 3|P] (user, item)
pairs not included in the purchase data. For each factorization-based algorithm on each dataset, the
tradeoff parameters are searched from {0.001, 0.01, 0.1} and the iteration number are chosen from
{100, 500, 1000}, using the performance of NDCG@15 on the validation data. Notice that for each of
the factorization-based methods except RoToR(poi.,int.) and RoToR(pai.,int), the tradeoff parame-
ters on different regularization terms are associated with the same values. For RoToR(poi.,int.) and
RoToR(pai.,int), the tradeoff parameter @, and other tradeoff parameters (i.e., &y, @y, fu, fo) are
treated separately. In our sequential RoToR, we fix the size of the candidate list of items as 3K = 15.
We report the results of the average and standard deviation on three copies of ML10M and Netflix,
and the results of the single copy of IJCAI-15.

3.3 Main Results

We report the main recommendation performance in Tables 3-5, from which we can have the
following observations:
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Table 4. Recommendation Performance of ICF, MF, LDA, BPR, FISM, ABPR, TJSL, RBPR, and our
RoToR on Heterogeneous One-Class Feedback Constructed from Netflix Using Prec@5, Rec@5,
F1@5, NDCG@5, and 1-call@5

Method | Prec@5 Rec@5 F1@5 NDCG@5 1-call@5

ICF 0.0800+00004  0.0532x00002  0.0506=0.0002  0.0927:00004  0.3077x0.0011
MF(SquareLoss) 0.056700001  0.0437:00004  0.0388x00001  0.0656:0.0003  0.2387x0.0003
MF(LogisticLoss) | 0.0732:00001  0.0535:00002  0.0483:0.0001  0.0848x00001  0.2938:0.0008

LDA 0.0662+00006  0.0369+00002  0.0381x00003  0.0736+0.0008  0.2585+0.0021
BPR 0.0716+0.0007  0.0480x00005  0.0446x00005  0.0818+0.0011  0.2846=0.0022
FISM 0.0687+0.0013  0.0493100017  0.0451x0001z2  0.078910.0016  0.2802x0.0044
ABPR - - - - -
TJSL — - - - -
RBPR 0.0797+0.0002  0.0595+00004  0.0527x00003  0.093910.0003  0.3174+0.0011

RoToR(pai.,int.) 0.0837x00001  0.0622+00004  0.0552x00001  0.0980+0.0003  0.3301:0.0007
RoToR(pai.,seq.) | 0.0918+00003  0.0672:00003  0.060200003  0.1089=00005  0.35080.0013
RoToR(poi.,int.) 0.083700006  0.0670:00005  0.0575x00004  0.0993:0.0006  0.3333zx0.0016
RoToR(poi.,seq.) 0.0915+00003  0.0679+0.0004  0.0605:+00004 0.1089=0000s 0.3511+0.0014

The number of latent dimensions and the number of nearest neighbors are fixed as 20. Notice that the significantly
best results are marked in bold (p value < 0.01), and “~” denotes the case that the training process cannot be
finished within 168 hours.

Table 5. Recommendation Performance of ICF, MF, LDA, BPR, FISM, ABPR,
TJSL, RBPR, and our RoToR on Heterogeneous One-Class Feedback of IJCAI-15
Dataset Using Prec@5, Rec@5, F1@5, NDCG@5, and 1-call@5

Method | Prec@5 Rec@5 F1@5 NDCG@5 1-call@5
ICF 0.0035  0.0173  0.0058 0.0113 0.0173
MF(SquareLoss) | 0.0008  0.0042  0.0014 0.0025 0.0042
MF(LogisticLoss) | 0.0012  0.0059  0.0020 0.0035 0.0059
LDA 0.0010  0.0048  0.0016 0.0028 0.0048
BPR 0.0015  0.0076  0.0025 0.0051 0.0076
FISM 0.0015  0.0077  0.0026 0.0047 0.0077
ABPR 0.0017  0.0085  0.0028 0.0053 0.0085
TJSL 0.0017  0.0084  0.0028 0.0054 0.0084
RBPR 0.0020  0.0098  0.0033 0.0062 0.0098
RoToR(pai.,int.) 0.0017  0.0084  0.0028 0.0054 0.0084
RoToR(pai.seq.) | 0.0051 0.0255 0.0085  0.0163 0.0255
RoToR(poi.,int.) 0.0016  0.0081  0.0027 0.0050 0.0081
RoToR(poi.,seq.) | 0.0048  0.0241  0.0080 0.0155 0.0241

The number of latent dimensions and the number of nearest neighbors are fixed as 20.
Notice that the best results are marked in bold.

—RoToR performs significantly better (p-value < 0.01 on ML10M and Netflix)* than all nine
baselines on all five evaluation metrics across the three datasets, which clearly shows the

4We calculate the p-value of the statistical significance test (two-sample t-test) via the MATLAB function ttest2.m as de-
scribed at http://www.mathworks.com/help/stats/ttest2.html.
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effectiveness of our integrative and/or sequential modeling mechanisms for heterogeneous
one-class feedback.

—In most cases, the recommendation methods exploiting both purchases and browses (i.e.,
heterogeneous one-class feedback) are better than those making use of purchases only (i.e.,
homogeneous one-class feedback), which shows the complementarity of those two types of
users’ feedback.

—For the models exploiting homogeneous one-class feedback, i.e., ICF, MF(SquareLoss),
MF(LogisticLoss), LDA, BPR, and FISM, the relative performance ordering is
MF(LogisticLoss) > FISM > BPR > MF(SquareLoss) > LDA > ICF on ML10M, ICF >
MF(LogisticLoss) > BPR > FISM > LDA > MF(SquareLoss) on Netflix, and ICF > BPR
> FISM > MF(LogisticLoss) > LDA > MF(SquareLoss) on IJCAI-15, which shows the
effectiveness of the learned similarity in FISM on ML10M and the predefined similarity in
ICF on Netflix and IJCAI-15. In particular, we find that the performance of MF(LogisticLoss)
and BPR are relatively stable. More interestingly, we can see that the pointwise method
MF(LogisticLoss) performs better than the pairwise method BPR in more cases, which
demonstrates the effectiveness of a pointwise method with a proper loss function for
one-class feedback.

—For the models exploiting heterogeneous one-class feedback such as ABPR, we can see that
ABPR is usually better than BPR on ML10M and IJCAI-15, though it is not be able to deliver
recommendations within 168 hours on Netflix. For TJSL and FISM, the observation is similar.
And the two-stage approach RBPR is usually more accurate and efficient.

—For RoToR(pai.,int.) and RoToR(pai.,seq.) on ML10M and Netflix, their performance are close
as expected, but the decomposed one, i.e., RoToR(pai.,seq.), is more flexible and easier for
maintenance. As far as we know, RoToR(pai.,seq.) is the first method that decomposes an
integrative method for HOCCF. For RoToR(poi.,int.) and RoToR(poi.,seq.) on ML10M and
Netflix, the observations are similar. Notice that sequential RoToR performs much better
than the corresponding integrative RoToR on IJCAI-15. The reason is that the ratio between
the number of purchases and the number of browses in IJCAI-15 is much larger than that
in ML10M and Netflix as shown in Table 2, which makes learning on the purchase data in
the second phase more reliable.

—For pointwise RoToR and pairwise RoToR, we can see that pairwise RoToR performs a bit
worse than pointwise RoToR on ML10M and Netflix, and it performs a bit better than point-
wise RoToR on [JCAI-15. This observation is similar to the performance between pairwise
recommendation algorithms such as BPR [24] and pointwise recommendation algorithms
with logistic loss (instead of square loss) such as MF(LogisticLoss) [11], i.e., their perfor-
mance are usually close though their preference assumptions are different.

3.4 Results of Top-K Recommendation List

In this subsection, we study the top-K performance with different values of K € {1, 2, 3, 4, 5, 10, 15}.
Specifically, we choose ICF and MF(LogisticLoss)/BPR as the major baselines for comparative
studies with the best performing method on each data, i.e., RoToR(poi.,int.) on ML10M, Ro-
ToR(poi.,seq.) on Netflix and RoToR(pai.,seq.) on IJCAI-15, because they are mainly built on those
two basic and representative recommendation methods. We report the results on F1@K and
NDCG@XK in Figures 2—4. Notice that the results on other metrics are similar. From Figures 2-4,
we can have the following observations:

—RoToR(poi.,int.) and RoToR(poi.,seq.) perform significantly better than MF(LogisticLoss) and
ICF on ML10M and Netflix, which clearly showcases the advantage of combining pointwise
method and logistic loss function in modeling one-class feedback.
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Fig. 2. Top-K recommendation performance with different values of K € {1, 2,3,4, 5,10, 15} on MLT10M.
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Fig. 4. Top-K recommendation performance with different values of K € {1, 2,3, 4,5, 10, 15} on IJCAI-15.

—RoToR(pai.,seq.) performs significantly better than BPR and ICF on IJCAI-15, which again
shows the effectiveness of our sequential modeling approach and the merit of our transfer
learning method in exploiting their complementarity.

—MF(LogisticLoss) performs better than ICF on ML10M but worse than ICF on Netflix, and
BPR performs worse than ICF on [JCAI-15, which showcases another merit of our proposed
role-based transfer learning method, i.e., the performance is stable on different datasets as

compared with the other two methods.

3.5 Results of Different Components

In this subsection, we study the effectiveness of the decomposed approach, i.e., RoToR(seq.). Specif-
ically, we check the performance of the two components separately to have some insights. The
recommendation performances are shown in Table 6. We can see that the second component can
improve the results of the first one in most cases. The improvement also echoes the observations
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Table 6. Recommendation Performance of the Two Components in RoToR(seq.)

ML10M Netflix JJCAI-15

Component F1@5 NDCG@5 F1@5 NDCG@5 F1@5 NDCG@5
Browser in 0.0642 0.0950 0.0574 0.1070 0.0080 0.0151
RoToR(pai.,seq.)

Purchaser in 0.0734 0.1081 0.0602 0.1089 0.0085 0.0163
RoToR(pai.,seq.)

Improvement 14.33% 13.79% 4.88% 1.78% 6.25% 7.95%
Browser in 0.0642 0.0950 0.0574 0.1070 0.0080 0.0151
RoToR(poi.,seq.)

Purchaser in 0.0751 0.1110 0.0605 0.1089 0.0080 0.0155
RoToR(poi.,seq.)

Improvement 16.98% 16.84% 5.40% 1.78% - 2.65%

of the results in Tables 3-5, i.e., the complementarity of the neighborhood-based method and the
factorization-based method. The results in Table 6 also show the effectiveness of our proposed
coarse-to-fine decomposition mechanism as illustrated in Figure 1.

4 RELATED WORK

In this section, we discuss some related works in two folds, including a revisit of (i) users’ pref-
erence modeling from the perspective of different roles, and (ii) recommendation algorithms for
heterogeneous one-class feedback in HOCCF.

4.1 Different Roles in User Preference Modeling

User preference modeling is one of the central themes in research and practice of personalization
and recommendation techniques. Generally, there are at least three problem settings with different
types of users’ feedback, i.e., rating prediction with graded scores [4, 25, 33], item recommendation
with purchases, browses or likes [9, 12, 24, 26, 29], and collaborative filtering with heterogeneous
feedback of numerical ratings and implicit examinations [13, 23]. To capture the underlying prefer-
ences beneath the user feedback, various techniques have been proposed, including neighborhood-
based method [6] and factorization-based method [12, 13, 23, 24, 25]. We find that those different
techniques can actually be interpreted in a unified perspective of users’ roles. For example, we can
categorize the techniques for the aforementioned three recommendation problem settings from
the perspective of different users’ roles, i.e., rater in rating prediction, purchaser or browser in item
recommendation, and mixer in collaborative filtering with heterogeneous feedback.

For rater in rating prediction, the state-of-the-art methods are matrix factorization methods or
latent factorization models [8, 25]. In factorization models, the preference of a rater to an item, i.e., a
numerical rating, is assumed to be represented by a user-specific latent feature vector and an item-
specific latent feature vector. For purchaser or browser in item recommendation, the most well-
known works include neighborhood-based method and factorization-based method. For instance,
in item-oriented neighborhood-based method [6], the items are ranked or recommended based on
the aggregated similarity score between the candidate item and the previously preferred items by
the purchaser or browser. In factorization-based methods [12, 24], the preference of the purchaser
or browser is modeled in a similar way to that for rating prediction but is usually associated with
different prediction rules or loss functions. For mixer in collaborative filtering with heterogeneous
feedback, some representative methods include SVD++ [13] and factorization machine [23]. In
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those methods, the role of mixer is usually shown by an expanded prediction rule with a mix of
two parts, e.g., one for rater and the other for purchaser or browser.

We can see that the role of RoToR(int.) is a mixer, and that of RoToR(seq.) is a browser and a
purchaser. The decomposition-based relationship between the two variants of RoToR also unveils
the interesting relationship among mixer, browser, and purchaser.

4.2 Different Recommendation Algorithms for Heterogeneous One-Class Feedback

Heterogeneous one-class feedback arising from users’ different online actions such as purchases
and browses are very common in different e-commerce systems. Recommendation with HIF [21]
or HOCCF [19] is a recently studied problem, which has been attracting more and more atten-
tions [22, 30]. Besides the heterogeneity of the two types of feedback, the main challenges include
the scarcity of the purchase data for each individual user and the uncertainty of the users’ pref-
erences beneath browsing behaviors. To model the two different types of one-class feedback well,
some works formulate the problem as a machine learning problem [30] and others treat it as a
transfer learning problem [19, 21].

For addressing the HOCCF problem by machine learning techniques, the feedback data are usu-
ally transformed to a new data via feature engineering to feed them to a supervised machine
learning algorithm such as gradient boosted decision tree [7] or even deep learning [14]. Once
the intermediate results or the confidence weight of each feedback have been obtained, existing
pointwise or pairwise one-class factorization-based methods can then be applied [30]. For ad-
dressing the HOCCF problem by transfer leaning techniques, a confidence learning method called
ABPR [21], a similarity learning method called TJSL [19], and a role-based sequential method called
RBPR [22] have been proposed. Notice that RBPR [22] is different from our RoToR, because RoToR
is a principled solution with roles of mixer, browser and purchaser.

There is another line of research, i.e., meta path [27], for modeling heterogeneous information.
Meta path [27] is a powerful framework for estimating similarity semantics or extracting ranking
features from attribute-rich heterogeneous information networks (HIN) such as DBLP-based arti-
cle citation data and IMDb-augmented movie rating data, which has been successfully applied to
citation recommendation [15] and movie recommendation [34]. Notice that using some different
similarity measurements or ranking features from rich attributes in the first or second phase of
our RoToR framework is a vertical research direction to our focus in this article.

As compared with the above works regarding different roles in preference learning and dif-
ferent recommendation algorithms for heterogeneous one-class feedback, our RoToR is the first
principled role-based transfer learning solution for the HOCCF problem.

5 CONCLUSIONS AND FUTURE WORK

In this article, we propose a novel transfer learning solution for an important recommendation
problem called HOCCEF. Specifically, we design a novel role-based preference learning framework,
i.e., RoToR, which contains an integrative variant RoToR(int.) and a sequential variant RoToR(seq.).
Each variant can be further configured with pointwise or pairwise preference learning paradigm.
Extensive empirical studies on three large datasets show that our RoToR is significantly more
accurate than the state-of-the-art methods for either OCCF or HOCCF. Furthermore, we showcase
the effectiveness of decomposing the sophisticated recommendation model, i.e., RoToR(int.), into a
simple and flexible one, i.e., RoToR(seq.), without sacrificing the accuracy, where the latter is more
likely to be preferred by practitioners considering its simplicity in implementation, deployment
and maintenance.

For future work, we are interested in (i) generalizing our RoToR to include more types of users’
roles in a real online system such as searcher [1], reviewer [28], follower, and followee [36];
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(ii) studying the effect of our decomposition mechanism for other advanced recommendation
methods in heterogeneous problem settings with linked open data [16] or social media data [10];
(iii) designing some novel listwise learning to rank algorithms for modeling one-class behaviors;
and (iv) modeling the sequential relationship in one-class behaviors.
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