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Abstract. Deep learning plays a significant role in academic and com-
mercial fields. However, deep neural networks are vulnerable to adver-
sarial attacks, which limits its applications in safety-critical areas, such
as autonomous driving, surveillance, and drones and robotics. Due to
the rapid development of adversarial examples in computer vision, many
novel and interesting adversarial attacks are not covered by existing sur-
veys and could not be categorized according to existing taxonomies. In
this paper, we present an improved taxonomy for adversarial attacks,
which subsumes existing taxonomies, and investigate and summarize
the latest attacks in computer vision comprehensively with respect to
the improved taxonomy. Finally, We also discuss some potential research
directions.

Keywords: Deep Learning· Adversarial Attacks· Black-box Attack· White-
box Attack· Machine Learning.

1 Introduction

As a major branch of machine learning, deep learning [23] has always been a pop-
ular research direction in the artificial intelligence community. It can solve the
classification problems that are difficult or even impossible to solve in a relatively
short time, and has many applications in academic and commercial fields, such
as computer vision [38, 1], speech recognition [48, 44], natural language process-
ing [41], malware detection [18], autonomous vehicles [36], network security [17],
surveillance [31], drones and robotics [28, 11], and so on. Moreover, deep learning
has become the preferred choice in computer vision, which plays a major role
in our daily lives, after Krizhevsky et al.’s work in 2012 [20]. Thus we focus on
computer vision in this paper.

Although deep learning can perform a wide variety of hard tasks with re-
markable accuracies, especially in computer vision, Szegedy et al. [42] discov-
ered that the robustness of neural networks encounters a major challenge when
adding imperceptible non-random perturbation to input in the context of im-
age classification. They firstly defined the perturbed examples with the ability
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to misclassify the classifiers as adversarial examples and the imperceptible per-
turbations to images as adversarial attacks [42]. This phenomenon implies that
deep neural networks are vulnerable to adversarial attacks, which limits its ap-
plications in safety-critical areas, such as autonomous driving, surveillance, and
drones and robotics, and could cause huge economic losses.

After the findings of Szegedy et al., lots of researchers realize the importance
of adversarial examples for neural networks, as they are essential to the robust-
ness of the neural networks in some sense. As a result, adversarial examples have
become a hot research field in recent years, and many approaches for generating
adversarial examples have been proposed. And there is also some review work [9,
38, 1, 49], which gives a comprehensive survey on adversarial attacks in computer
vision of that time. However, due to the rapid development of adversarial exam-
ples, many novel and interesting approaches for adversarial attacks have been
proposed recently, which are not covered by existing review work. Moreover,
some adversarial attacks are hard to categorize with respect to existing attack
taxonomies presented in [38, 49], which indicates existing taxonomies may not
be suitable for the latest attacks.

This paper aims to briefly review the latest interesting attacks in computer
vision, and revise existing taxonomies for adversarial attacks. More specifically,
we first present an improved taxonomy for adversarial attacks, which combines
existing taxonomies in [38, 49] with a brand-new category, namely, functional-
based attacks [22]. Then we explore different approaches, including the classic
ones and the latest ones, for generating adversarial examples by taking advan-
tage of the attributes of adversarial examples, such as transferability, and the
attributes of images, such as geometric transformation invariance. Finally, in
light of the development of adversarial attacks, we also discuss some potential
research directions.

Our main contributions are summarized as follows:

– An improved taxonomy for adversarial attacks is presented, including a
brand-new category that has never been mentioned in previous work.

– The state-of-the-art approaches for generating adversarial examples are ex-
plored, according to the improved taxonomy.

The remainder of this paper will be organized as follows. We introduce some
definitions of terms in Section 2 and give some related work in Section 3. In
Section 4, we present the improved taxonomy and review the classic attacks
and the state-of-the-art attacks. In Section 5, we discuss the potential research
directions for researchers. We conclude this paper in Section 6.

2 Definitions of Terms

In this section, we introduce the technical terms used in the adversarial attacks
literature.

Adversarial example: the input with small perturbations that can misclassify
the classifier. In the application scene of computer vision, the image with care-
fully prepared perturbations noise that can make the classifier misclassification.
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Adversarial perturbation: the noise data that is capable to change original
images to adversarial examples.

Black-box attack : the attackers know nothing about the architecture, training
parameters, and defense methods of the attacked model, and can only interact
with the model through the input and output.

White-box attack : in contrast to the black-box attack, the attackers mas-
ter everything about the model and the defense schemes should be public to
attackers. At present, most attack approaches are white-box.

Gray-box attack : between black-box attack and white-box attack, only a part
of the model is understood. For example, the attackers get only the output prob-
ability of the model, or know only the model structure without the parameters.

Untargeted attack : the attackers only need to make the target model misclas-
sify, but do not specify which category is misclassified.

Targeted attack : the attackers specify a certain category, so that the target
model not only misclassify the sample but also need to be misclassified into the
specified category. It is more difficult to achieve targeted attacks than untargeted
attacks.

Transferability : transferability refers to the effective adversarial examples for
one model, and still effective for other models.

Geometric transformation invariance: the target in the image can be suc-
cessfully identified whether it is translated, rotated, or zoomed, or even under
different lighting conditions and viewing angles, such as translation invariance
and scale invariance.

3 Related Work

This section presents some related work of surveys on adversarial attacks.
There are some review work [9, 38, 1, 49] on adversarial attacks in computer

vision so far. Fawzi et al. [9] discussed the robustness of deep networks to a
diverse set of perturbations that may affect the samples in practice, including
adversarial perturbations, random noise, and geometric transformations. Serban
et al. [38] provided a complete characterization of the phenomenon of adversarial
examples, summarized more than 20 kinds of attacks at that time by dividing
the attack approaches into four categories: (i) attacks based on optimization
methods, (ii) attacks based on sensitive features, (iii) attacks based on geometric
transformations, and (iv) attacks based on generative models. Akhtar et al. [1]
reviewed the adversarial attacks at that time for the task of image classification
and beyond classification, and introduced some adversarial attacks in the real
world. Zhou et al. [49] summarized the latest attack approaches at that time
and divided them into four categories: (i) gradient-based attack, (ii) score-based
attack, (iii) transfer-based attack, and (iv) decision-based attack.

However, because of the popularity of adversarial attacks, after the latest
review work [49], many novel and interesting approaches for adversarial attacks
have been proposed recently. Moreover, some adversarial attacks are hard to cat-
egorize with respect to existing attack taxonomies presented in [38, 49], which
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indicates existing taxonomies may not be suitable for the latest attacks. To sup-
plement the latest development and revise existing taxonomies, in this paper we
give an improved taxonomy, which subsumes existing taxonomies in [38, 49], and
summarize the latest attack approaches according to the improved taxonomy.

In addition to computer vision, there are some surveys on adversarial attacks
in other areas, such as (vector) graphs [3], speech recognition [14], autonomous
driving [36], and malware detection [27]. Chen et al. [3] investigated and sum-
marized the existing works on graph adversarial learning tasks systemically. Hu
et al. [14] provided a concise overview of adversarial examples for speech recog-
nition. Ren et al. [36] systematically studied the safety threats surrounding au-
tonomous driving from the perspectives of perception, navigation and control.
Martins et al. [27] explored applications of adversarial machine learning to in-
trusion and malware detection.

4 Adversarial Attacks

In this section, we first give an improved taxonomy for attack approaches, and
then explore the attack approaches according to this taxonomy. As the classic
attack approaches have been summarized in existing work [9, 38, 1, 49], we only
give a brief review on these classic approaches in this section. In other words,
we focus on the latest attack approaches (i.e., those are not covered by existing
surveys [9, 38, 1, 49]), each of which is marked with its abbreviated name in bold.

Fig. 1. The improved taxonomy for adversarial attacks
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4.1 An Improved Taxonomy

There have been many interesting approaches of adversarial attacks in com-
puter vision. To investigate and summarize them comprehensively, we present a
taxonomy for them.

Based on existing taxonomies [38, 49], we propose an improved taxonomy
for adversarial attacks, which is given in Figure 1. In detail, we classify the
adversarial attacks into five categories, that is, (i) gradient-based attacks (GA)
(from [49]), (ii) score-based attacks (SA) (from [49]), (iii) geometric-transformation-
based attacks (GTA) (from [38]), (iv) functional-based attacks (FA) (a brand-
new category), and (v) transfer-based attacks (TA) (from [49]). Moreover, we cat-
egorize optimization-based attacks and sensitive-feature-based attacks from [38]
into gradient-based attacks, as both of them are almost based on gradient but
with different objectives, and generative-model-based attacks from [38] into transfer-
based attacks, as it is stated in [49] that generative-model-based attacks are
a subclass of transfer-based attacks. The decision-based attacks from [49] are
treated as a special case of score-based attacks, due to the fact that the de-
cisions are always made according to the scores. In conclusion, our taxonomy
subsumes both the taxonomies in [38] and [49].

According to our taxonomy, we summarize different attacks, including the
classic ones and the latest ones (in bold), in Table 1. All these attacks are
reviewed in the following.

4.2 Gradient-based Attacks

Gradient-based attacks perturb the images in the direction of the gradient, so
that the model can be misclassified with the smallest perturbation. They are
mainly white-box attacks.

We briefly introduce the classic gradient-based attacks. In 2014, Goodfellow
et al. [12] proposed the Fast Gradient Sign Method (FGSM), applying small per-
turbations in the gradient direction to maximize the loss function to generate
adversarial examples. Due to that the FGSM algorithm only involves a single
gradient update and that a single update is sometimes not enough to attack suc-
cessfully, Kurakin et al. [21] proposed the Iterative Fast Gradient Sign Method
(I-FGSM) based on FGSM. After that, Madry et al. [26] proposed the Projected
Gradient Descent (PGD), which is a more powerful gradient attack than I-FGSM
and FGSM. It initializes the search adversarial examples at random points within
the allowed norm ball, and then runs the Basic Iterative Method (BIM) multiple
iterations. In 2018, Dong et al. [6] proposed the Momentum Iterative Fast Gra-
dient Sign Method (MI-FGSM), which integrates momentum into the iterative
attack and leads to a higher attack success rate and transfer-ability than other
gradient-based methods for adversarial examples.

Besides attacks based on FGSM, there are some other gradient-based at-
tacks. In 2016, Moosavi et al. proposed the DeepFool [29], which can generate
adversarial examples that are very close to the minimum perturbation, so it can
be used as a measure of the robustness of the classifier. Later, Moosavi-Dezfooli
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Table 1. Catalog of Adversarial Attacks.

Attack Category
White-box/
Black-box

Targeted/
Untargeted

Specific/
Universal

Iterative/
One-shot

Year

FGSM [12] GA White-box Targeted Image specific One-shot 2015

I-FGSM [21] GA White-box Targeted Image specific Iterative 2017

PGD [26] GA White-box Untargeted Image specific Iterative 2018

MI-FGSM [6] GA White-box Untargeted Image specific Iterative 2018

DeepFool [29] GA White-box Untargeted Image specific Iterative 2016

UAP [30] GA White-box Untargeted Universal Iterative 2017

C&W [2] GA White-box Targeted Image specific Iterative 2017

LogBarrier [10] GA White-box Untargeted Image specific Iterative 2019

NI-FGSM [24] GA White-box Untargeted Image specific Iterative 2020

ZOO [4] SA Black-box Untargeted Image specific Iterative 2017

OPA [39] SA Black-box Untargeted Image specific Iterative 2019

AutoZOOM [43] SA Black-box Untargeted Image specific Iterative 2019

CornerSearch [5] SA Black-box Untargeted Image specific Iterative 2019

BayesOpt [37] SA Black-box Untargeted Image specific Iterative 2020

ManiFool [19] GTA White-box Untargeted Image specific Iterative 2018

Xiao et al. [46] GTA White-box Untargeted Image specific Iterative 2018

DIM [47] GTA White-box Untargeted Image specific Iterative 2019

TI [7] GTA White-box Untargeted Image specific Iterative 2019

SIM [24] GTA White-box Untargeted Image specific Iterative 2020

ReColorAdv [22] FA White-box Untargeted Image specific One-shot 2019

Substitute [34] TA Black-box Targeted Image specific Iterative 2017

Ensemble [25] TA Black-box Targeted Image specific Iterative 2019

ILA [15] TA Black-box Targeted Image specific Iterative 2019

TREMB [16] TA Black-box Targeted Image specific Iterative 2020
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et al. [30] proposed attacks using Universal Adversarial Perturbations (UAP),
which is an extension of DeepFool. In 2017, Carlini et al. [2] proposed the Car-
lini & Wagner attack (C&W), which optimizes the distances from adversarial
examples to benign examples and is an optimization-based method.

LogBarrier Attack. Recently, Finlay et al. [10] proposed a new type of
adversarial attack (called LogBarrier attack) based on optimization. Different
from existing approaches that use training loss functions to achieve misclassifi-
cation, LogBarrier uses the best practices in the optimization literature to solve
“how to make a benign sample transform into adversarial sample”, wherein the
well-known logarithmic barrier method [33] is used to design a new untargeted
attack. The LogBarrier attack performs well on common data sets, and in images
that require large perturbation for misclassification, LogBarrier attacks always
have an advantage over other adversarial attacks.

NI-FGSM. Lin et al. [24] proposed the Nesterov Iterative Fast Gradient
Sign Method (NI-FGSM)1, which aims to adapt Nesterov accelerated gradi-
ent into the iterative attacks so as to effectively look ahead and improve the
transferability of adversarial examples, according to the fact that Nesterov ac-
celerated gradient method [32] is superior to the momentum for conventionally
optimization method [40]. Experiments show that it can effectively improve the
transferability of adversarial examples.

4.3 Score-based Attacks

Score-based attacks are black box approaches that rely only on predicted scores,
such as category probability or logarithm. Conceptually, these attacks use nu-
merically estimated gradient predictions.

In 2017, inspired by C&W attacks [2], Chen et al. [4] proposed the Zeroth
Order Optimization (ZOO), which directly estimates the gradient of the target
model to generate adversarial examples. In 2019, Vargas et al. [39] proposed the
One Pixel Attack (OPA), wherein only one pixel can be modified at a time. As
a result, less adversarial information is required. And thus it can deceive more
types of networks, because of the inherent function of differential evolution.

AutoZOOM. To address the major drawback of existing black-box attacks,
that is, the need for excessive model queries, Tu et al. [43] proposed a generic
framework, the Autoencoder-based Zeroth Order Optimization Method (Auto-
ZOOM), for query-efficient black-box attacks. AutoZOOM has two novel build-
ing blocks towards efficient black-box attacks: (i) an adaptive random gradient
estimation strategy to balance query counts and distortion, and (ii) an autoen-
coder that is either trained offline with unlabeled data or a bilinear resizing
operation for attack acceleration.

CornerSearch. Despite highly sparse adversarial attacks have a great im-
pact on neural networks, the perturbations imposed on images by sparse attacks
are easily noticeable due to their characteristics. To prevent the subtle pertur-
bations of highly sparse adversarial attacks from being detected, Croce et al. [5]

1 The other method SIM proposed by Lin et al. [24] is discussed in Section 4.4.
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proposed a fresh black-box attack. They use locally adaptive component wise
constraints to minimize the difference between the modified image and the orig-
inal image, which enables to limit pixel perturbation to occur only in areas of
high variance and to reduce the number of pixels that need to be modified. Ex-
periments show that their score-based l0-attack CornerSearch needs the least
pixels to complete the task.

BayesOpt Attack. The existing black-box attacks are based on the sub-
stitute model, gradient estimationor genetic algorithm.The number of queries
they need is usually very large. For projects that need to control costs in real
life or items that have a limited number of query numbers, these approaches are
obviously not applicable. Therefore, Ru et al. [37] proposed a new gradient-free
black-box attack, which uses Bayesian Optimization (BayesOpt) in combination
with Bayesian model selection to optimise over the adversarial perturbation and
the optimal degree of search space dimension reduction. Experiments show that,
in the constraint of l∞-norm, BayesOpt adversarial attack can achieve a consid-
erable success rate with a model query of about 2 to 5 times, compared with the
latest black-box attacks.

4.4 Geometric-transformation-based Attacks

Geometric-transformation-based attacks transform targets in the images via ge-
ometric transformation (e.g., rotating or zooming) to generate adversarial exam-
ples. According to geometric transformation invariance, no matter how geomet-
rically transformed its input image is, the classifier for image classification tasks
should produce the same output. Algorithms based on geometric transformation
invariances often work together with algorithms based on gradients.

Engstrom et al. [8] showed that only simple transformations, namely rota-
tions and translations, are sufficient to fool DNN. Kanbak et al. [19] proposed
ManiFool, an approach to find small worst-case geometrical transformations of
images. Xiao et al. [46] proposed to spatially transform the image, that is, to
change the geometry of the scene, while keeping the original appearance.

DIM. Xie et al. [47] a Diverse Inputs Method (DIM) to improve the transfer-
ability of adversarial examples. Inspired by the data augmentation strategy [13],
DIM randomly applies a set of label-preserving transformations (e.g., resizing,
cropping and rotating) to training images and feeds the transformed images into
the classifier for gradient calculation. DIM can be combined with the momentum-
based method (such as MI-FGSM [6]) to further improve the transferability. By
evaluating DIM against top defense solutions and official baselines from NIPS
2017 adversarial competition, the enhanced attack M-DI2-FGSM reaches an av-
erage success rate of 73.0%, which outperforms the top-1 attack submission in
the NIPS competition by a large margin of 6.6%.

TI. Dong et al. [7] proposed a Translation-Invariant (TI) attack method to
generate more transferable adversarial examples against the defense models. TI
optimizes the adversarial samples by using a set of translated images, making the
adversarial samples less sensitive to the distinguished regions of the white-box
model being attacked, and thus the transferability of the adversarial samples
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is increased. To improve the efficiency of attacks, TI can be implemented by
convolving the gradient at the untranslated image with a pre-defined kernel.
Dong et al. [7] also showed that TI-DIM, the combination of TI and DIM [47],
performed best on common data sets.

SIM. Besides NI-FGSM (see Section 4.2), Lin et al. [24] also proposed an-
other method to improve the transferability of adversarial examples, that is, the
Scale-Invariant attack Method (SIM). SIM utilizes the scale-invariant property of
the model to achieve model augmentation and can generate adversarial samples
which are more transferable than other black box attacks. Combining NI-FGSM
and SIM, SINI-FGSM is a powerful attack with higher transferability. Experi-
ments show that SINI-FGSM can break other powerful defense mechanisms.

4.5 Functional Adversarial Attacks

Unlike standard lp-ball attacks, functional adversarial attacks allow only a single
function, which is called the perturbation function, to be used to perturb input
features to generate an adversarial example. Functional adversarial attacks are
in some ways more restrictive because features cannot be perturbed individually.

ReColorAdv. Laidlaw et al. [22] proposed ReColorAdv, a functional adver-
sarial attack on pixel colors. ReColorAdv generates adversarial examples to fool
image classifiers by uniformly changing colors of an input image. More specif-
ically, ReColorAdv uses a flexibly parameterized function f to map each pixel
color c in the input to a new pixel color f(c) in an adversarial example. Com-
bining functional adversarial attacks with existing attacks that use the lp-norm
can greatly increase the attack capability and allow the model to modify the
input locally, individually, and overall. Experiments show that the combination
of ReColorAdv and other attacks (e.g., Xiao et al.’s work [46]) can produce the
strongest attack at present.

4.6 Transfer-based Attacks

Transfer-based attacks do not rely on model information, but need information
about training data. This is a way to transition between black-box attacks and
white-box ones.

In 2014, Szegedy et al. [42] firstly proposed the concept of adversarial exam-
ples, in the same time they observed that adversarial examples generated for one
model can be effectively transferred to other models regardless of architecture,
which is named by model-transferability. And later, Papernot et al. [35] explored
deeply this property. In 2017, Papernot et al. [34] proposed a transfer-based at-
tack, called Substitute in this paper, which trains a local model to substitute
for the target DNN, using inputs synthetically generated by an adversary and
labeled by the target DNN. In 2017, Liu et al. [25] proposed a novel strategy
(called Ensemble here) to generate transferable adversarial images using an en-
semble of multiple models, which enables a large portion of targeted adversarial
examples to transfer among multiple models for the first time.
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ILA. In order to enhance the transferability of black box attacks, Huang et
al. [15] proposed the Intermediate Level Attack (ILA), which fine-tunes the exist-
ing adversarial examples and increases the perturbations on the pre-designated
layer of the model to achieve high transferability. ILA is a framework with the
goal of enhancing transferability by increasing projection onto the Best Transfer
Direction. Two variants of ILA, namely ILAP and ILAF, are proposed in [15],
differing in their definition of the loss function L.

TREMBA. Unlike previous attack methods, which training substitute mod-
els with data augmentation to mimic the behavior of the target model, Huang
et al. [16] proposed a method called TRansferable EMbedding based Black-box
Attack (TREMBA), which combines transfer-based attack and scored-based at-
tack, wherein transfer-based attack is used to improve query efficiency, while
scored-based attack is to increase success rate. TREMBA contains two steps:
the first step is to train an encoder-decoder to generate adversarial perturbations
for the source network with a low-dimensional embedding space, and the second
step is to apply NES (Natural Evolution Strategy) [45] to the low-dimensional
embedding space of the pretrained generator to search adversarial examples for
the target network. Compared with other black box attacks, the success rate of
TREMBA is increased by about 10%, and the number of queries is reduced by
more than 50%.

5 Future Directions

In this section, we discuss some potential research directions.

Explanation. Lots of approaches can generate adversarial examples effec-
tively and efficiently. But why classifier makes a misclassification on these adver-
sarial examples? Few work gives a systematic study on this problem. Moreover,
are these adversarial examples helpful to explain the classifiers, that is, can we
extract some negative but useful knowledge from adversarial examples? This is
also an interesting problem. On the other hand, as the geometric-transformation-
based attacks, we could take advantage of the domain knowledge or the knowl-
edge that is extracted from models if possible to guide the adversarial attacks
to get more effective adversarial examples, via the perturbation functions [22]?

Ensemble. It has been shown in existing work [22, 7, 16] that some attacks
can be combined together. Indeed, some categories of our taxonomy are orthog-
onal, such as gradient-based attack and geometric-transformation-based attack.
Similar to ensemble learning, how to combine different attacks to get a more
powerful attack is worth investigating.

Transferability. As stated in [38], transferability is inherent to models that
“learn feature representations that preserve non-robust properties of the input
space”. If models were to learn different features, it would have not been possible
to transfer adversarial examples. Therefore, when designing a model, it is better
to consider transferability.
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Robustness. Finally, one goal of adversarial examples is to improve the
robustness of DNN. This is also a fundamental problem in the community and
deserves special attention.

6 Conclusion

In this paper, we have presented an improved taxonomy for adversarial attacks
in computer vision. Then according to this taxonomy, we have investigated and
summarized different adversarial attacks, including the the classic ones and the
latest ones. Through the investigation, some future directions are discussed. This
paper is expected to provide guidance on adversarial attacks for researchers and
engineers in computer vision and other areas.
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